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We present an approach that shows all relevant subspaces of categorical data condensed in a single picture.
We model the categorical values of the attributes as co-occurrences with data partitions generated from struc-
tured data using pattern mining. We show that these co-occurrences are a-priori, allowing us to greatly reduce
the search space, effectively generating the condensed picture where conventional approaches filter out sev-
eral subspaces as these are deemed insignificant. The task of identifying interesting subspaces is common
but difficult due to exponential search spaces and the curse of dimensionality. One application of such a task
might be identifying a cohort of patients defined by attributes such as gender, age, and diabetes type that
share a common patient history, which is modeled as event sequences. Filtering the data by these attributes
is common but cumbersome and often does not allow a comparison of subspaces. We contribute a powerful
multi-dimensional pattern exploration approach (MDPE-approach) agnostic to the structured data
type that models multiple attributes and their characteristics as co-occurrences, allowing the user to identify
and compare thousands of subspaces of interest in a single picture. In our MDPE-approach, we introduce two
methods to dramatically reduce the search space, outputting only the boundaries of the search space in the
form of two tables. We implement the MDPE-approach in an interactive visual interface (MDPE-vis) that pro-
vides a scalable, pixel-based visualization design allowing the identification, comparison, and sense-making
of subspaces in structured data. Our case studies using a gold-standard dataset and external domain experts
confirm our approach’s and implementation’s applicability. A third use case sheds light on the scalability of
our approach and a user study with 15 participants underlines its usefulness and power.
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1 INTRODUCTION

A medical researcher is interested in analyzing patients and their medical histories, where she
wants to find commonalities (patterns). The patients have additional attributes that describe the
persons, such as gender, age, and diabetes type. The researcher is interested in finding patterns
that are significant for all the patients and within specific groups of patients (called cohorts), for
example, only female patients older than 80 years. One approach is to filter the patients by their
attributes and re-run the same analysis for all the patients. While this might be feasible for a few
defined cohorts, this method quickly becomes cumbersome for many cohorts or when there are
many attributes involved, since the possible number of filter settings is exponential. Furthermore,
the comparison of the cohorts and their medical history patterns is not trivial because pattern
mining, a clustering approach for structured data, also faces an exponential search space and, thus,
an exponential result set. Similar use cases are when a marketing expert is analyzing customers and
their market baskets in combination with attributes describing the customers, or a pharmaceutical
researcher analyzing the molecular structure of multiple drugs and their effects and side effects
modeled as the attributes.

While the overall task stays the same, the structure of the data varies. In the first case, the pa-
tients’ medical history can be modeled as event sequences, the market baskets are modeled as
itemsets, and the molecular structure of the drugs is modeled as graphs. We further name these
various types of structures structured entities as a generic term. Pattern mining, especially the well-
studied frequent pattern mining [1], is a clustering approach for structured data finding common-
alities in the form of sub-entities or rules of the structured entities in a database. For example, from
itemsets, frequent sub-itemsets [22] can be mined as well as association rules [76]. For sequences,
sub-sequences can be mined, better known as sequential patterns, but it is further possible to mine
for episodes or sequential rules [23]. While many pattern mining algorithms for various types of
structured data are available, a standard pattern mining algorithm is not capable of identifying
significant patterns in subspaces [57].

The use case of the medical researcher shows that this task is not trivial because of the two
exponential search spaces: (i) the search space of the structured data, and (ii) the search space
of the subspaces. A subspace is a subset of data attributes [41]. In this case, the attributes are
assumed to be discrete, allowing a boolean function to evaluate whether a data record with its
associated, discrete attributes meets the condition or not. This is also known as Iceberg Cubes [17].
The exponentiality of the search spaces has a significant impact on the runtime and the number
of results, since either is an instance of the original search space. Therefore, a scalable approach is
sought that also allows the comparison of the various subspaces.

Subspace clustering algorithms focus mainly on numerical data where distances are calculable
between the data points. There are some algorithms that also focus on categorical data, however,
they suffer from scalability issues [25]. In fact, also itemset mining can be considered a form of
subspace clustering where the itemsets form the attributes characteristics of the subspaces. The
support, the size of the cluster, is similar to the density measured in subspace clustering algorithms.
Here, the major issue is the parameter estimation of the minimum support threshold and other
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AT A GLANCE

We compare the common approach and our proposed MDPE-approach with the use case
of diabetes patients where a medical doctor wants to discover subspaces (i.e., cohorts) of
patients with similar medical histories.

The Common Approach

Fig. 1. A dashboard design where the user must set
filters (dropdowns) to filter the structured data. The

Attribut Structured Data Analysi: . . .
rbdtes ructured Data Analysis result is then processed and visualized. The structured
Support o . .
-] | <tsurgery), (medication ), (death> 20 data analysis view shows sequential patterns and their
<{surgery}, {medication Y}, {death}> o1 . .
e et sts corresponding support. Here, the sequential patterns,
<furgery), (medication Y}> representing commonalities in patients’ histories,

<{medication X}>

are listed correspondingly with their support (i.e.,
frequency). The exponential amount of differently
filtered structured data cannot be easily compared.

<{medication Y}>

Common approaches (Figure 1) typically follow a dashboard design where their various
views are linked through interactions by the user. For example, there are 40 female patients
with diabetes type II that had a surgery followed by the administration of medication X.
These approaches have two limitations: (i) a potentially high number of interactions with
these filters is required by the user to explore all subspaces since there are an exponential
number of possible filter settings; (ii) the subspaces cannot be directly compared as the
structured data analysis view is updated each time the filters are being modified.

Our Approach: Multi-Dimensional Pattern Exploration

o Aagresaion i Vi aareaation Tl Fig. 2. Two tables represent the bound-
Structured Data Attributes Structured Data Attributes ar i es Of th e St ru Ct u red d ata m i n i ng

Gender Diabetes Gender Diabetes

wF [ [o]m [N I N R T search-space and juxtapose structured
<{surgery), {medication X}, {death)> | 10 | 30 [ 5 | 25 | 10 = 30 & onn o °
e T T T 5 ©< e | » N o 0 o | entities (rows) with attribute charac-
<t ton X o JOl o Rl o | il Bl teristics (columns) as co-occurrences
<{surgery), {medication Y}> 5 | 10| 20 | 30 60 NS 25

T | (cells).

Our MDPE-approach (Figure 2) consists of two tables where structured entities and struc-
tured sub-entities (rows) are represented in combination with co-occurrence values (cells)
of attribute characteristics (columns). In the previous example of patients with a surgery
followed by medication X, it can be seen in the left table that the data consists of 80 fermale
patients containing such a pattern, as well as 50 patients with diabetes type Il. The com-
bination of both attribute characteristics has a co-occurrence of 40 (see Figure 1). This is
not represented in our approach because we will show that the co-occurrences are equiv-
alent to the support using the UniStruct-approach (see Section 3) and are, thus, a-priori.
Their removal is one of our measures to reduce the overall search space (see Section 4).
Specifically, if the co-occurrence values for both attributes should be high, the individual
co-occurrence values of both attribute characteristics must equal or higher. Medication X
and Y seem to have high co-occurrences with the attribute gender (see right table) which
can correlate with this drug in combination with a surgery (see left table). Because of the
significant search space reduction, the MDPE-approach allows the visualization and
comparison of thousands of subspaces and multiple attributes simultaneously
while being agnostic to the type of structured data.
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interestingness measures if they are supported by the algorithm. Such a parameter estimation is
difficult, if not impossible, in an exploratory data analysis scenario.

We contribute a general multi-dimensional pattern exploration approach (MDPE-
approach) that is agnostic to structured data and allows the analysis of multiple discrete
attributes while significantly reducing the two exponential search spaces. While our ap-
proach generally provides for a minimum support threshold, the default is set to two which allows
the user to see all relevant available subspaces in a single picture. Thanks to the implemented
search space reduction, the result set stays as condensed as possible. We then implement this
approach as an interactive visual interface, MDPE-vis, which uses a scalable pixel-based repre-
sentation of the co-occurrence values and includes multiple interestingness measures, such
as support and length. Our approach and visualization allow the visual discovery and compari-
son of thousands of subspaces simultaneously. Within the MDPE-vis, the user can further in-
teractively drill-down into the search space while exploration and sensemaking is supported
through detail-on-demand views, filters, and sorting options.

We showcase the power and scalability of our approach and interactive visualization using three
use cases and a user study of 15 participants that explored a fourth dataset. The first use case, con-
ducted by the authors of the paper, uses the VAST Challenge 2017, Mini Challenge 1 dataset [69, 70]
as a benchmark dataset as various patterns in this data are known and can be seen in our inter-
active visualization while the number of necessary interactions is dramatically reduced. A second
use case consists of data that represents the eating behavior of 35 participants who logged their
meals plus additional information such as their stress-level [65]. The attributes encode information
such as the BMI, age, and whether the participants are vegetarian or vegan. We describe how the
psychologists (domain experts) who conducted this study have used the implemented approach to
explore their data and gain multiple insights. The third use case, conducted by the authors, uses
a large dataset consisting of 2.5 million datapoints. The participants in the user study analyzed
the “What We Eat In America” dataset and were able to find many insights and provided a lot of
valuable feedback regarding the approach and tool. We derive a recommended workflow based on
the feedback of our domain experts and the feedback of the user study.

2 BACKGROUND AND PROBLEM CHARACTERIZATION

Multiple domains and research fields are integrated in this work. We define our specific terms
(Table 1) to avoid confusion in the remainder of the paper. Subsequently, we derive requirements
for each aspect, which we strive to fulfill in our solution.

2.1 Requirement Analysis

Our MDPE-approach strives to accomplish exploratory data analysis as stated by Hoaglin et al.:
“Exploratory data analysis isolates patterns and features of the data and reveals these forcefully to
the analyst.” [33] We summarize our goals with the following requirements:

R1: Agnostic to structured data. The examples show that the task of finding meaningful pat-
terns in subspaces of data persists, while the data is often modeled in a variety of discrete structures.
Thus, an approach is desirable that is agnostic to the type of structured data.

R2: Agnostic to interestingness measures. Depending on the data and task, different inter-
estingness measures (IMs) are suitable and required. In the previous example, the only IM was
the support, however, many other IMs are available which must be compatible with our approach.
Therefore, the sought technique should be also agnostic to the interestingness measures.

R3: Agnostic and scalable to the atiributes. Attributes represent additional properties
for each structured entity. Their information varies greatly and thus, the sought approach shall be
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Table 1. The Definitions and Terminology used in this Paper
Term Definition
Structured Data Any form of discrete structures. May be itemsets, event sequences,
trees [39], or graphs [16].
Structured Entity One entity of the structured data, namely one itemset, one event

sequence, one tree, or one graph. We denote itemsets as {item1, item2}
and event sequences, which are sequences of itemsets, as
< {item1, item2}, {item1} >.

Structured Sub-Entity

A structured entity that is contained in another structured entity. The
definition of containment varies by the type of structured data. These are
also often referred to as patterns. Examples are itemsets, event sequences,
etc., but also more advanced sub-entities such as association rules or
sequential rules.

Containment

This is an important property of structured data as structured entities can
be contained in another [21]. The definition varies by the type of
structured data. We use e, E e, when a structured sub-entity e, is
contained in a structured entity e. If e, and e;, are itemsets then
containment is equivalent to e, C ep.

Attribute

A categorical dimension or feature describing the structured entity. An
example might be the gender of a patient. For the remainder of the paper,
it is also important to understand that attributes can be represented as
itemsets.

Attribute Characteristic

One categorical value of an attribute. Continuing the previous example
this might be the value male of the attribute gender. We denote this as
Gender:M.

Co-Occurrence

A number that shows how often a structured (sub-) entity is co-occurring
with an attribute characteristic. An example is visible in Table 3 where the
structured entity {bread, juice, milk, vegetables} co-occurs with attribute
characteristic Gender:W. This is denoted with a 1 in the respective cell.
Our approach also allows for real numbers to represent probabilities
instead of counts and multiple co-occurrences per attribute, which
denotes that multiple attribute characteristics of one attribute co-occur
with one structured entity. An example of this might be the attribute
hobbies, where more than one attribute characteristic is imaginable.

Pattern Mining Algorithm

Comprises all pattern mining algorithms for structured data such as
frequent itemset mining [16], sequential pattern mining [23, 26, 49],
episode mining [23], association rule mining [32], high utility

mining [24], and compression methods [12], etc. Our system MDPE-vis
implements the sequential pattern mining algorithm CM-SPAM [21] but
the approach (Section 4) functions with any pattern mining algorithm
and interestingness measure.

Interestingness Measure

A numerical feature of a structured entity. Well-known examples are
support and cardinality, which we use in this paper. Other popular
measures are confidence, which is used in association rule mining. We
denote an interestingness measure as f : E — R, where the
interestingness measure is a function that maps a structured entity E into
a real value. We focus on objective interestingness measures [47].

Input Data

The input data for our approach contains structured entities and one or
multiple attributes. A toy example can be seen in Table 2.
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agnostic to the type of attribute data as well as show acceptable scalability to explore multiple
data attributes and their characteristics simultaneously. We limit ourselves to discrete attribute
data and consider continuous attributes in future work. Note that discretization can always be
reached through binning or other measurements.

R4: Overview and comparison. Our approach shall provide an overview to the user and al-
lowing to compare various subspaces simultaneously. Thus, an interactive visualization with good
scalability is required to show the large amounts of subspaces.

R5: Minimize parameter estimation. Because additional IMs typically add new parameters,
we want to limit ourselves to reduce the number of parameters a user must choose. In the optimal
case, the user has to select no parameters before she can explore the data. This ensures that no
data will be removed or filtered and thus cannot be explored in the first place.

3 RELATED WORK

We separate the related work into three sections. First, we cover algorithmic approaches for pattern
mining which are also capable of handling attributes. The second part discusses visual analytics
approaches for handling structured data and attributes, as well as interactive mining approaches.
In the third part, we discuss subspace analysis in general which includes also numerical dimensions
instead of only categorical ones.

3.1 Algorithmic Mining Approaches

The MDPE-approach is inspired and based on the work of Pinto et al., who describe the problem
(i.e., task) of finding patterns in attribute-defined subspaces as multidimensional sequential pattern
mining [57]. The work of Grahne et al. assesses a similar problem definition with association rules,
using the term circumstances to describe the discrete associated attribute information [28]. Pinto
et al. [57] detail three variants together with algorithms on how the two search spaces can be
searched. We generalize these variants to any structured data and introduce two measures that
effectively reduce the sizes of the two search spaces to fractions of the original search space. Pinto
et al. focus on the algorithmic implementation of these variants and do not assess the exploratory
data analysis and visual analytics aspect of their work. We briefly introduce the three variants, as
well as our corresponding generalization. Note that Pinto et al. use the term dimension, whereas
we use the term attribute (i.e., gender) and attribute characteristic (i.e., male, female).

UNISEQ Approach. UNISEQ is not an acronym but merely a name that stands for the embedding
of the multidimensional discrete attributes in the event sequences. This can be achieved when the
event sequences are prefixed or suffixed with an itemset that includes the discrete attribute char-
acteristics. Using PrefixSpan [55] as the mining algorithm, this approach shows good scalability
when the number of attribute characteristics is low. This approach can be generalized to any struc-
ture, as the attribute characteristics are represented as an itemset and can always be encoded in
the original structured data. Although we do not use the UNISEQ approach directly, we use it to
show several properties of the co-occurrence values, allowing us to eventually reduce the search
spaces.

Dim-Seq Approach. This approach combines two mining algorithms for dimensions (i.e., at-
tributes) and sequences (i.e., structured data). Mining the multidimensional attributes (i.e., attribute
characteristics) is possible through iceberg cubing [17] and a sequential pattern mining algorithm.
For this approach, the attribute characteristics are mined with the Bottom-up cube (BUC) al-
gorithm [10] and the matching event sequences are then mined with an SPM algorithm. This
approach shows poor scalability when performed automatically and can be compared to what we
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referred to as the “common approach” in Section 1 (see Figure 1). However, the automated BUC
algorithm is exchanged with the manual labor defining the various filter settings for the attributes.

Seq-Dim Approach. The Seq-Dim approach switches the order in which the algorithms are ap-
plied compared to the Dim-Seq approach. For each mined subsequence that exceeds the threshold,
a projected attribute characteristics database is built, and the various combinations of the attribute
characteristics are mined using the BUC algorithm. This is the most efficient mining method when
the event sequences and the number of attribute characteristics are dense. Our MDPE-approach
is similar to this approach. However, the attribute characteristics are not automatically mined by
a BUC algorithm. Instead, they are being encoded as co-occurrence values presented to the user
in the form of two tables, allowing for exploratory data analysis. Our search-space reduction mea-
sures further increase the effectiveness of the MDPE-approach.

Another drawback of a fully automated process with no search-space reduction is the algo-
rithm’s runtime and, more importantly, the result set presented to the user. Iceberg cubing algo-
rithms follow the idea of support as the primary interestingness measure. While a high threshold
(i-e., minimum support) prunes the search space well due to the a-priori-property, the resulting
combinations of attributes are of varying interestingness to the user. In a real use case, the user
cannot easily define a threshold for the size of a subspace, which, for example, if the patient’s
use case would translate to the size of the cohort. Some rare diseases may only affect one or two
patients contained in the data, which may not be a statistically significant amount. However, this
may not necessarily defy the concept of interestingness to the user. Songram et al. use closed se-
quential pattern mining and closed frequent itemset mining algorithms in a Dim-Seq and Seq-Dim
approach [58]. Closed pattern mining removes redundant patterns that hold the same informa-
tion [1]. We do not apply this concept, as we exploit this redundancy to highlight subspaces.

3.2 Visual Analytics Approaches

A lot of research has been devoted to the analysis of structured data using interactive visual inter-
faces. We discuss related work in this section that allows the analysis of the attribute characteristics
combined with the structured data.

Datajewel places the frequency distribution of single events into a pixel-based calendar view [3].
This effectively shows the distribution of events for multiple days, but is limited to a single attribute.
Tools, such as Lifelines2 [68], Outflow [73], EventFlow [50], DecisionFlow [27], and EventPad [14]
use a design where distributions of the attributes are displayed in a separate panel. The panel is
connected through linking and brushing capabilities. In the separate panel, the users can filter
the data which updates the sequence data in the main panel. By this, the user can test hypothe-
ses by defining appropriate filter combinations and inspecting the respective subspaces. Gotz and
Stavropoulos use a third panel to provide a correlation statistic to a selected outcome measure [27].
The mentioned publications follow the “common approach” as sketched in Figure 1. UpSet by Lex
et al. [45], is suitable for categorical and numerical dimensions, however, according to the authors,
their visualization scales to only 40 set interactions which are equal to 40 patterns in our case. This
is, of course, not suitable as we deal with exponential search spaces. According to the authors [44],
higher scalability can be achieved with matrix-like visualizations which is exactly the approach
we are following. The matrix representation alone does not provide enough scalability in our case.
Additional measures are necessary.

Pure visual representations for structured entities are bound to smaller datasets, but it is
challenging to identify subsequences even then. Pure algorithmic approaches are more efficient
with larger datasets. Still, the parameter estimation for threshold and constraints is difficult, and
interestingness measures to quantify the user’s preferences are difficult to formalize or may not
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even be encoded in the structured data. As many of the pattern mining algorithms are bottom-up
approaches, it makes sense to let the user assess the intermediate results and prioritize the mining
based on the user’s preferences or even discontinue the mining in certain areas of the search space.

Vrotsou et al. contribute an interactive query interface where a subsequence is represented as a
graph and all available suffix- and prefix-events are visualized [64]. The user can manually expand
the subsequence to build more complex sequences. A linked view displays the attribute dimensions
of the matched event sequences. Frequence by Perer and Wang uses an interactive constraint-based
mining approach, whereas a threshold based on a Pearson Correlation can be applied to one se-
lected outcome measure which is identical to one attribute dimension in our case [56]. Stolper
et al. extend this approach in their Progressive Insights system by allowing the user to interactively
prioritize and prune the search space of the underlying mining algorithm [59]. The authors further
establish design guidelines for progressive visual analytics. A similar drill-down approach into the
search space of subsequences is described by Jentner et al. where the subsequences are projected
to reveal their similarity and cluster information is utilized as subspace information [37]. Di Bar-
tolomeo et al. recently published an intuitive and elegant design allowing the combination and
exploration of event sequences with one attribute [5]. However, the design lacks scalability with
larger alphabets as it is using the shortest common subsequence and cannot be easily applied to
other types of structured data.

We strive to provide such information for multiple, automatically computed subsets of the struc-
tured entities and for various attribute dimensions simultaneously without the need to apply user-

defined (cross-)filters.

3.3 Subspace Analysis

Subspace analysis describes a broad and highly-relevant area of research with a multitude of ap-
proaches. The goal is to identify relevant subspaces and to interpret and compare them. Fully
automated approaches of subspace clustering [54] are capable of providing relevant subspaces
while removing redundancy but do not consider the domain knowledge of the user. The disser-
tation of Stephan Giinnemann [29] covers subspace clustering of complex data which includes
mining vector data (numerical dimensions), incomplete data, and heterogenous data which com-
bines numerical and categorical dimensions. Correlations are also covered but only with numerical
dimensions. The heterogeneous data chapter deals with graph and network data and respective
attributes per node. Such subspace clustering algorithms are tailored for numerical data as they
search for dense regions using static and dynamic grids to evaluate the density of the data in var-
ious dimensions. The SURFING algorithm [6] uses a k-nearest-neighbor approach which implies
an existing distance measure as well. For categorical data, density is equivalent to the support mea-
sure used in frequent itemset mining, however, due to the curse of dimensionality, data should be
considered sparse as the number of dimensions increase. Because of the curse of dimensionality
and too tight constraints in the mining algorithms, interesting subspaces may not be discovered.
Visual approaches such as Parallel Coordinate Plots [34] typically do not scale well with an in-
creasing number of dimensions, as the search space is exponential. Jickle et al. contribute Pattern
Trails, a 3D-based, visual analysis method for multivariate data revealing pattern transitions [35].
Moreover, the authors provide an excellent overview of available subspace analysis approaches in
their related work. Both PatternTrails and the approach of Tatu et al. [61] rely on the SURFING
algorithm which implies the need for numerical dimensions or an available distance measure for
categorical dimensions. PatternTrails mentions sequences of dimensions which must not be con-
fused with sequences in our approach as PatternTrails refers to the order of the dimensions to
receive various visual patterns which are similar to ordering the dimensions of a parallel coordi-
nate plot. In our approach, there is no automated ordering of attributes (i.e., dimensions) and the

ACM Transactions on Interactive Intelligent Systems, Vol. 13, No. 2, Article 10. Publication date: June 2023.



VA of Co-Occurrences to Discover Subspaces in Structured Data 10:9

ordering can be defined by the user. The approach of Lehmann et al. [43] and EvoSets [60] are
tools to track subspaces and their effect on dimensionality reductions which also requires numer-
ical data or available distance matrices to compute the projections.

We visualize the subspaces as a pixel-based representation in a tabular layout [11] but in our
approach every attribute characteristic is displayed separately instead of visualizing the mean or
other statistics of one numerical dimension. Therefore, the discrete distributions are immediately
visible.

Many approaches, applications, and commercial tools exist that allow semi-automatic filtering
and aggregation of data [7]. Almost every available dashboard has cross-filter capabilities to allow
the user to apply filters on various dimensions to update the data of the dashboard. Such filter
options can be overwhelming to the user. Moritz Stefaner coined the terms “filter-” and “dropdown
orgies™ to describe such an abundance of filter options in dashboards. Such cross-filter approaches
follow the “common approach” (see Section 1), which implies an exponential number of filter
settings to reveal underlying commonalities in the data. It is likely that a user misses an interesting
subspace as the time using such an interactive dashboard for exploration is typically limited.

Our approach is tailored to categorical data and discrete structures, respectively. Furthermore,
our approach does not make any assumptions about the interestingness of subspaces as this should
be determined by the user. Interesting subspaces may be where the co-occurrence of one attribute
characteristic is exceptionally high but may also be a uniform distribution of co-occurrences in one
attribute. Similarly, a deviation from the distribution of all data may be interesting as well as similar
or equal co-occurrence distributions. Our MDPE-approach empowers the user to see all relevant
subspaces in a single, condensed pixel-visualization where a limited number of perspectives and
some additional metrics allow the user to explore all subspaces to be found in the structured data.

4 MULTI-DIMENSIONAL PATTERN EXPLORATION APPROACH

In this section, we describe what type of data we expect as an input and how it is being transformed
throughout the approach. Our approach uses an explicit encoding of the data which is similar to a
one-hot encoding and then aggregates the data with two methods: (i) aggregating rows that con-
tain the exact same structural information leaving only distinct structured entities, and (ii) using a
modified constraint pattern mining algorithm to calculate broader patterns. We demonstrate this
using a toy example of customer market basket analysis. We choose this example due to its sim-
plicity and because itemsets have the smallest search space compared to other types of structured
data. All of the following can be generalized to any type of structured data. The section starts with
the input data, then continues with the explicit encoding transformation, further processing by
two independent methods, and the output of our approach which consists of two tabular repre-
sentations. We then prove the a-priori property of co-occurrences which is the reason that our
approach is working. The section closes by describing the achieved search-space reduction.

4.1 Input

The input is shown in Table 2. In this example, the structured data is encoded as itemsets, where
each item represents a product. Items in a set have no inherent order; however, any total order can
be assumed without the loss of generality. The attributes encode information about the customers
such as gender, age group, and country. Each row refers to a transaction of a customer referred to
by the ID.

In general, the input must consist of an identifier, a known representation of structured data,
and attributes. The attributes are assumed to be discrete. We refer to a value of an attribute as
characteristic. Without the loss of generality, we can assume that an attribute may hold multiple

https://medium.com/visualizing-the-field/there-be-dragons-dataviz-in-the-industry-652e712394a0.
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Table 2. The Input Comprised of Structured Data and Discrete Attributes

Structured Data Attributes
ID | Transactions Gender | AgeGroup | Country
1 | {bread, juice, milk, vegetables} w > 18 DE
2 | {bread, candy, soda} M <18 FR
3 | {bread, juice, vegetables} M > 18 FR
4 | {bread, candy, soda} w <18 DE

The data represents customers and their transactions modeled as itemsets. The
attributes provide additional information for each customer.

Table 3. The Input Data Transformed Into the Explicit Encoding

Structured Data Attribute Characteristics
ID | Transactions Gender | AgeGroup | Country
M| W | <18 | >18 | DE | FR
1 | {bread, juice, milk, vegetables} 0 1 0 1 1 0
2 | {bread, candy, soda} 1| 0 1 0 0 1
3 | {bread, juice, vegetables} 1|0 0 1 0 1
4 | {bread, candy, soda} 0 1 1 0 1 0

Each characteristic is represented in a distinct column, whereas the values represent whether this characteristic is set or
not. The cells containing a 1 are highlighted to improve the readability.

discrete values containing a set of characteristics. Let A be the set of attributes and a € A be an
attribute. Then |a| refers to the number of its distinct characteristics. For example, the attribute
Gender contains two distinct characteristics (|Gender| = 2). Because the data is finite, the charac-
teristics of each attribute are finite. This is also true for the structure-entities of the structured data,
which are in this case the itemsets consisting of items. We refer to the set of all items as alphabet
(2). As with the attribute characteristics, |2| denotes the size of the alphabet. In the example, the
size of the alphabet is 6 (|Z| = |{bread, candy, juice, milk, soda, vegetables}| = 6).

4.2 Explicit Encoding

The input data, precisely the attributes, are transformed such that each row contains a binary
vector for each characteristic having 0 and 1 denoting whether the characteristic is set or not. We
name this explicit encoding. Table 3 displays the transformed data. The transformation affects only
the attribute information. The structured data remains untouched. Each attribute characteristic is
represented in a separate column, whereas the values determine whether this characteristic is set or
not. Our approach does not assume or check for mutual exclusivity of the attribute characteristics.
It assumes that attribute characteristics are items of a set and that one attribute can hold more
than one attribute characteristic at once. It is possible to encode binary attributes (i.e., AgeGroup)
with only one bit to denote whether their value is < 18 or > 18. This assumes, however, that the
values are dependent and cannot be independently true at the same time. We consider this a special
case as the more general case, such as the person’s hobbies, will likely have more than one value.
Another reason to not encode binary attributes with only one bit is the problem of missing values.
With only one bit, a missing value cannot be distinguished from a value that would result in the
bit being 0. The resulting binary vectors can also be interpreted as co-occurrences. For example,
the transaction with ID 4 has a co-occurrence with the characteristic W of attribute Gender of 1.
The transformation also nicely depicts the search space of the subspaces. Let m be the sum of
all characteristics (m = 2gcalal). In the example, m equals 6, which is also visible by the number

ACM Transactions on Interactive Intelligent Systems, Vol. 13, No. 2, Article 10. Publication date: June 2023.



VA of Co-Occurrences to Discover Subspaces in Structured Data 10:11

Table 4. The Data is Aggregated by Rows where the Structured Data is Equally Yielding
a Table of Distinct Structured Data Entities

Structured Data Attribute Characteristics
IDs | Distinct Transactions Gender | AgeGroup | Country
M| W | <18 | >18 | DE | FR
1 {bread, juice, milk, vegetables} 0 1 0 1 1 0
2 + 4 | {bread, candy, soda} 1 1 2 1 1
3 {bread, juice, vegetables} 1| 0 0 1 0 1

The co-occurrences are added. The IDs are propagated allowing a back-reference to the original data table.

of columns for the characteristics. Because these are binary vectors, the number of all possible
combinations is 2. This also denotes the size of the search space of attributes. Note that in an
Attribute — Struct approach, as it is commonly used, this is equal to the number of all possible
filter combinations. However, many of these filter combinations would yield an empty result set
because the combination of attributes does not occur in the data.

A valuable property of this transformation is the possibility to explicitly encode null values such
as missing values occurring in the attributes. A missing value can be added as its own attribute char-
acteristic, and co-occurrences to this missing value can be traced throughout the MDPE-approach
and eventually back to the original transaction. Moreover, this can be extended to multiple at-
tributes of the same attribute. For example, if the missing value occurring is known, and there
exist several reasons.

It is also possible to encode any arbitrary number instead of 0 and 1, such as probability values
for attribute characteristics. This is useful, for example, if a measurement is known to have an
uncertainty (e.g., error range). Then, such uncertainties could be modeled as probabilities across
multiple attribute characteristics.

4.3 Process

The previous transformation and treatment of the values as co-occurrences is the foundation of the
MDPE-approach allowing row- and column-wise aggregations of the data. We opt for row-based
aggregations only as detailed later in Section 4.6. To this extent, the structured data has not been
considered, but the data is an essential aspect in solving the task of finding meaningful patterns
in subspaces of the data.

The most straightforward form of aggregating structured data is by combining equivalent struc-
tures as a whole. A uniform representation of structured data simplifies that process. In the case
of itemsets any total order can be defined over the items to achieve this. Other types of structured
data are typically an extension and consist of multiple itemsets. For example, sequences are item-
sets that occur in a sequence. Table 4 shows the resulting aggregated information. Only the itemset
{bread, candy, soda} occurs twice in the input data (see Table 2) in rows 2 and 4. The respective
co-occurrences are added. The table, for example, now clearly shows that all customers buying
{bread, candy, soda} exclusively (without any other item) are in the AgeGroup of “< 18”. This form
of aggregation yields a table that enlists all distinct structured data entities that occur in the input
data. It is possible that all structured data entities of the input are equal, which would result in a
table with only one row. However, in real-world applications, it is more likely that only a little or
even none of the structured data entities are equal, leading to only a little or no reduction of rows.
We discuss this further in Section 4.6.

More aggregation is desirable, and pattern mining algorithms offer a well-studied possibility to
do so - imposing additional challenges. Pattern mining algorithms cluster the data in the sense of
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Fig. 3. The search space of an itemset mining algorithm visualized as a Hasse diagram [72]. The length (i.e.,
cardinality) is encoded in the vertical position. The support is denoted in purple. The red itemsets occur in
the input data.

finding common sub-entities in the structured data. This is typically done in a depth-first-search,
bottom-up approach where sub-entities containing only one item are combined until the combi-
nation can no longer be found in the data or any other termination criteria are met. Figure 3 sheds
light on the significant challenge of pattern mining in structured data: the exponential search space.
Note, that the figures in this section are not part of the visual interface but were added to support
the reader in better understanding how we slice and reduce the search spaces. To create this search
space, an itemset mining algorithm which does not use candidate generation (e.g., FPGrowth [30],
ECIaT [75]) is being employed without any additional termination criteria. The resulting figure
is comparable to a Hasse diagram [72]. The itemsets are sorted by their cardinality, which is also
depicted by the green boxes on the left. The cardinality of an itemset is an IM and is often referred
to as length or generation. An itemset I supports a transaction T if I C T. The ids of the supported
transactions are enlisted below each itemset (compare with Table 2). The number in the purple
circles depicts the IM support which denotes the number of transactions the itemset supports. The
itemsets with the red font occur in the transaction database (compare to Table 4). Using Figure 3,
several observations can be made:

Observation 1: Diamond Shape. The search space has a diamond-like shape where only a few
itemsets exist at the highest and lowest generation (top — bottom). The highest number of itemsets
are in between (i.e., generation 2 & 3). Note that this observation cannot be made when the input
data (Table 2) contains a transaction for every possible combination of items. This scenario is,
however, unlikely in real-world applications. We discuss this edge case further in Section 4.6.

Observation 2: Redundancy. While every itemset only occurs once in the search space, mul-
tiple itemsets describe the same transactions as they support the same transactions. For example
the itemsets {candy}, {soda}, {bread, candy}, {bread, soda}, {candy, soda}, and {bread, candy, soda}
all describe the transactions with IDs 2 and 4. This is also depicted by their IM support, which is
two for all of these itemsets.

Observation 3: Partial Order & A priori. The itemsets of the search space are partially ordered.
An itemset I is contained in an itemset J, if I C J. Thus, J is a superset of I. An essential property
in the field of pattern mining is the a priori property of the IMs. Let I and J be itemsets of the
transaction data T (Table 2) and supr(I) be the function for the support. The a priori property
states that:

YI:VY] 3I:supr(J) < supr(l) (1)
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meaning that the support of all supersets of itemset I must be equal or lower than the support of
itemset I. The same holds true for the IM length or generation, where:

VI:VYJal:l|]J|> || (2)

meaning that the cardinality of each superset must be larger than the cardinality of the itemset I.

Observation 4: Low Aggregation Table. The first table that has been produced in the MDPE-
approach is the low aggregation table (see Table 4). The rows, specifically the transactions, of this
table match the itemsets depicted in red in Figure 3. It is expected that these itemsets can be found
at the top of the search space, defining the upper bounds.

These observations can be translated into three actions tackling the exponential search space
problem in pattern mining of structured data.

Action 1: Search Space Reduction by support. This action is a result of observations 2, 3,
and 4. Pruning the search space using thresholds applied to IMs is the core approach in pattern
mining. If the IM is a-priori, the pruning can be implemented efficiently [2]. Observation 4 states
that the itemsets occurring of the transaction data (depicted in red in Figure 3) occur mostly at
the top of this search space and are already covered by the low aggregation table (Table 4). In
conclusion, with observation 3, this means that these itemsets typically have a lower support
with a minimum of 1. Thus, it is safe to apply a threshold in the form of a minimum support
of two, which means that all itemsets with a support of one are removed. This will only remove
duplicates as stated in observation 2 because if an itemset is equal to a transaction that has a sup-
port of one (e.g., {bread, juice, milk, vegetables}), then all subsets of this itemset that have a sup-
port of one will describe the same transaction and thus be redundant (e.g., {bread, juice, milk, },
{bread, milk, vegetables}, {juice, milk, vegetables}, {bread, milk}, {juice, milk}, {milk, vegetables},
{milk}). It is possible to increase this number to prune the search space even more, but this stands
in contradiction to our requirement R5 because it is possible that valuable information is being
removed. The minimum support can be implemented as a parameter. However, we strongly sug-
gest that a user only changes this parameter from its default value of two if the implications are
crystal-clear.

Action 2: Search Space Reduction by length. This action follows the first action and is a
result of observations 1, 2, and 4. While action 1 already removed some redundant information,
observation 2 states that redundancy is more common in the search space and also occurs for
higher supports. Observation 1 concludes that the highest number of itemsets are typically to be
found at medium generations resulting in a typical diamond shape whereas the top part of this
diamond is already covered by the low aggregation table (observation 4). Therefore, we employ a
second parameter called Initial Mining Depth which terminates the pattern mining algorithm at a
given generation. Similarly to the first parameter, a default value of one or two generations should
be set. There are only edge cases where a deviation of this default value is necessary.

Action 3: Interactive Mining. Figure 4 depicts the search space after the first two actions.
The itemsets that are crossed out are removed due to not meeting the minimum support of two
(Action 1). The search space is further pruned by Action 2 with a parameter setting of the Initial
Mining Depth of one, leaving only the itemsets of the first generation (highlighted in red). The
remaining patterns cover the bottom of the search space and provide a lower bound. It cannot
be assumed that the redundancy (Observation 2) holds for each of the patterns. Thus, the second
action may have removed a non-redundant pattern. This is typically not a major problem because
the co-occurrences are, in fact, a priori, which will be detailed in Section 4.5. To further mitigate
this, an interactive mining technique can be used by using a user-defined selection of the already
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Fig. 4. The search space is pruned with a minimum support of two (Action 1) depicted by the crossed out
itemsets. A second pruning step by length (cardinality) with a parameter setting of the Initial Mining Depth
of one drastically reduces the size of the search space (Action 2). The remaining sub-itemsets are highlighted
in the red box.

Table 5. The Data is Aggregated by Rows where a Pattern is Contained in the Original Transaction

Structured Data Attribute Characteristics
IDs Pattern Gender | AgeGroup | Country
M| W |<18|>18 | DE | FR
1+2+3+4 | {bread} 2| 2 2 2 2 2
2+4 {candy} 1] 1 2 0 1 1
1+3 {juice} 1|1 0 2 1 1
2+4 {soda} 1|1 2 0 1 1
1+3 {vegetables} 1|1 0 2 1 1

The co-occurrences are added. The IDs are propagated, allowing a back-reference to the original data table (Table 2).

mined patterns and mining for the patterns of the next, higher generation obeying the partial
order. For example, the user might select the patterns {candy} and {soda} of generation one and
interactively mines for all patterns of the second generation that contains either of the selected
patterns. This would result in the patterns {bread, candy}, {bread, soda}, and {candy, soda} (see
Figure 3 or Figure 4, respectively). It is important to mention that the minimum support for the
interactive mining is further set to the initial parameter, which is, by default, two. This means that
patterns that are already removed due to the minimum support constraint will not be part of the
interactive mining result. Algorithmic details will be explained in Section 5.5.

The remaining patterns are used to generate a table analog to the low aggregation table (Ta-
ble 4). We call this table high aggregation table (see Table 5). The major difference is that the
second column does not contain transactions anymore, but patterns which are sub-itemsets of the
original transactions. The mining algorithms do return not only the patterns themselves but also
the transactions they support ( that they are contained in). This is depicted in the ID column, where
all transaction IDs are enlisted that support this pattern. The co-occurrences are added using the
explicit encoding of the data (see Table 3).

4.4 Output

Our MDPE-approach’s output is two tables that are equal in their structure and contain
co-occurrences of discrete attribute characteristics to either distinct transactions or patterns.
Distinct transactions and patterns can be simply regarded as aggregations of the original
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Table 6. This Output is Optional and Represents a Vector of Co-occurrences which
are Aggregated using all of the Data

Structured Data Attribute Characteristics
IDs Pattern Gender | AgeGroup | Country
M| W | <18|>18 | DE | FR
1+2+3+4 | — 2 2 2 2 2 2

This vector can then be subtracted from the other vectors which are used by some normalizations (see Section 5.2).

transactions (aggregations of rows). The tables are derived from the initial transformation of the
data into an explicit encoding (see Table 3 and Section 4.2, respectively). We name the first gener-
ated table low aggregation table (Table 4) which displays the distinct transactions and aggregates
their co-occurrences. This table typically covers the top part of the search space (see red patterns
in Figure 3).

The second table is called high aggregation table (Table 5) as typically many transactions of
the input data are aggregated within one row. This table is generated using a modified pattern
mining algorithm in conjunction with pruning strategies (see Action 1 & 2 in Section 4.3). The
high aggregation table covers the bottom part of the search space (see Figure 4).

A third optional output is generated, which aggregates the co-occurrences of all data into a
single vector. This is represented in Table 6. This vector can then be subtracted from other vectors
of the output to calculate a divergence because, unlike in this example, it cannot be assumed that
co-occurrences are uniformly distributed. We use this method in some of our normalizations as
described in Section 5.2.

4.5 Proof: Co-Occurrences are A-Priori

We have previously described that the IMs support and length are a-priori. The same is also true
for the co-occurrences and an integral part of why the MDPE-approach of generating two tables
covering the boundaries of the structured data search space is working. In this section, we prove
that the co-occurrences are a-priori by showing that the co-occurrences are equivalent to sup-
port measures using the UniStruct-approach. Let A be one attribute and ¢ be a characteristic of
attribute A (¢ € A). For example, ¢ = AgeGroup:<18 or ¢ = Gender:W. The UniStruct approach
shows that it is possible to model this problem by treating attribute characteristics as items and
adding them to the transaction data (see Table 7). This can be done for all of the transactions,
and a standard pattern mining algorithm can be applied. The problem here is that the algorithm
now has two combined, exponential search spaces, which are typically tackled by tightening the
constraints, e.g., by increasing the minimum support. This is, however, in contradiction to our
requirement R5. Let I and ] be itemsets of the search space S (see Figure 3) and ¢ be a defined at-
tribute characteristic. Let further coocs(I, ¢) be a function returning the co-occurrence value, e.g.,
coocs ({candy}, AgeGroup:<18) = 2 (compare to the cell of row {candy} and column AgeGroup:<18
in Table 5). Let sups(I) be the function evaluating the support of a pattern. Using the UniStruct ap-
proach, we can show that:
sups(I U c) = coocs(I,c) (3)
This means that the support of a pattern combined with the attribute characteristic is equal to
the co-occurrence of the pattern and the attribute characteristic. The above example can be used to
generate this pattern of IUc: {candy, AgeGroup:<18}. This itemset is a subset of the transactions 2
and 4, thus, sups({candy, AgeGroup:<18}) = 2. Because of Equations (1) and (3) we can conclude
that:
YI:VJ 3 1I:coocs(],c) < coocs(I,c) (4)
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Table 7. The Input Data of Table 2 Modeled by the UniStruct Approach

UniStruct: Structured Data combined with the Attribute Characteristics
IDs Transactions
1 {bread, juice, milk, vegetables, Gender:W, AgeGroup:>18, Country:DE}
2 {bread, candy, soda, Gender:M, AgeGroup:<18, Country:FR}
3 {bread, juice, vegetables, Gender:M, AgeGroup:>18, Country:FR}
4 {bread, candy, soda, Gender:W, AgeGroup:<18, Country:DE}

Every attribute characteristics is treated as an item and merged with the itemset of the structured data.

This means that a co-occurrence value of a pattern in the high aggregation table (Table 5) can
only be higher or equal to the co-occurrence of any transaction that is a superset of the pattern in
the low aggregation table (Table 4). Because these two tables cover the boundaries of the search
space (see Figures 3 & 4) it can further be concluded that the high aggregation table will always
hold the maximum of the co-occurrence numbers whereas the low aggregation table will always
hold the minimum of the co-occurrence numbers.

4.6 Search-Space Reduction

We show the search-space reduction, providing the combined search space’s upper bounds in con-
trast to our MDPE-approach’s upper bounds. Let n be the number of transactions as provided by
the input (Table 2) and n” be the number of distinct transactions (Table 4). Let further be ¥ the
alphabet of items of the structured data and m be the number of all attribute characteristics of all
attributes A: m = Y, 4 |al. We also define two functions g(x) and g (x) where g(x) calculates the
size of a pattern mining search space of structured data and g (x) the maximal possible number of
patterns for one generation k. We showcase this using the search space of itemset mining where
g(IZ]) = 2*land g (I2]) = ('il). This is also known as the power set of X. Note that the search
space of itemset mining is the smallest, as other types of structured data such as sequences and
graphs allow more combinations of structured entities due to their structure. As discussed in Sec-
tion 4.2, the number of all possible combinations of attributes is 2™ which defines the search space
of the possible subspaces. Therefore, the combined search space is:

g(IZ]) = 2™ = 2I¥k+m ()

which can be also trivially shown using the UniStruct approach.

Two measures reduce the size of the search space in the MDPE-approach. Firstly, we do not
calculate any co-occurrences for combinations of multiple attribute characteristics but only for
combinations of patterns in the structured data and one attribute characteristic. The main rea-
son for this is that the co-occurrence of any combination of attribute characteristics can only be
equal or lower than the co-occurrences of each of the combined attribute characteristics (see Equa-
tion (4)). The second reason is the partial order that occurs when various attribute characteristics
are combined. The partial order is visible in Figure 3 which is equivalent to the search space of
attribute characteristics when the UniStruct approach is being used. Because we want to keep the
tabular layout as detailed in the next section, an intuitive linearization of this partial order is not
trivial. This measure reduces the search space to:

g(|2|)*m=2|2‘ *m 6)

So far, the search space has been reduced by limiting the number of combinations of attribute
characteristics. This is equivalent to the number of columns in the respective tables (Table 4 & 5).
As described in Section 4.3, actions 1 and 2 reduce the search space of the structured mining, which
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Fig. 5. The processing pipeline of our implemented approach. The user can parameterize and influence every
step. The results are propagated to the MDPE-vis.

is equivalent to the rows of the tables. Therefore, it is now required to determine the maximum
number of rows possible for each of the tables. The maximum number of rows for the low aggrega-
tion table is in fact defined by the size of the alphabet of the structured data but more importantly
also limited by the number of rows of the input (see Table 2):

O(n’) = min(n, g(|2)) (7)

It is important to understand that the case where n > ¢(|X|) does not necessarily mean that
n‘ = g(|2|). A trivial edge case underlines this where the input table consists of an unlimited
number of rows, but each row contains the same structured data entity. Because the low aggre-
gation table only holds the distinct structured entities, this means that n* = 1. Furthermore, it is
not possible that n° > g(|2|) because the function evaluates the number of all possible combina-
tions of structured entities. Thus, the worst case in terms of search space is when n > ¢(|Z|) and
n‘ = g(|2|). Finally, it can be concluded that the case of n > g(|2|) is not typical and does not occur
in many real-world datasets because the structured data search space is, in fact, exponential. In
contrast, the number of data rows increases linearly.

The maximum possible number of rows (O(z)) for the high aggregation table only depends on
the search space of structured data and specifically, the parameter Initial Mining Depth defined as d:

0(z) = O@gxuzn) - 0(i ('f')) ®

Assuming that the second parameter, the Initial Minimum Support is two, we can construct
another edge case to show that the number of data rows n is independent of O(z): let there be
2 input data rows (n = 2) and both rows contain itemsets that complete all possible items of
the alphabet (X), then all possible combinations of subsets can be constructed where all of these
subsets satisfy the minimum support of 2 and all subsets of cardinality lower or equal to the Initial
Mining Depth (d) will be contained in the high aggregation table.

5 MULTI-DIMENSIONAL PATTERN EXPLORATION VISUALIZATION

Our interactive visual interface (MDPE-vis) implements the MDPE-approach described in the pre-
vious section. Figure 5 shows how the output from the initial (pattern) mining, in the form of two
tables, is further processed before being visualized to the user. The interactive mining & filtering
step is optional and will be described at the end of this section to improve the readability and
clarity of the process.
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5.1 Initial Mining

The initial mining step has been covered in the previous section (Section 4). Two parameters are
both defaulted to two which the authors strongly recommend keeping. Increasing the initial min-
imum support parameter higher than two is possible and will speed up the mining process sig-
nificantly but may prune subspaces that may have been interesting to the user. The effect of this
parameter is the same as interactively increasing the filter option of the support (Figure 7 D)
which leads to fewer rows in the right table. Once the application is started, the user cannot set
this filter lower than the value of the initial minimum support. We, therefore, recommend leaving
the default setting and use the interactive filter setting with the drawback that the initial mining
process may take longer.

The opposite is true for the initial mining depth parameter. The higher this number, the more
rows will be added to the right table - exponentially. This is more severe for datasets with a large
alphabet (3) in the structured data part. However, with these datasets, the curse of dimensionality
predicts that the data is more sparse which means that shorter structured sub-entities are more
descriptive. It is always possible for the user to increase the generation of the sub-entities through
the interactive mining capabilities (Section 5.5) and because of the a-priori property of the co-
occurrences (Section 4.5). For small alphabets < 10, increasing this parameter to three might be
useful whereas for large alphabets > 50 reducing this parameter to one may be sufficient. It is
difficult to estimate this parameter as, in the end, the best value depends on how the structured
data is distributed according to their sub-entities.

5.2 Normalization

The co-occurrence values can be normalized in various ways to highlight different aspects of the
data. Hence, from a user’s point of view, these normalizations offer various perspectives on the
data. As shown in Figure 6, our system supports six different perspectives. The figure shows the
same part of the data for each perspective. The perspectives are distinguished between absolute and
relative/deviation whereas the absolute perspectives represent the frequency information of the at-
tribute characteristics with varying normalizations. The values are mapped onto a linear binned
color map. The relative perspectives show the difference of the populations’ distributions com-
pared to the subsets (rows) which is done by subtracting the vectors of the output tables (Tables 4
& 5) by the global vector (Table 6). Therefore, positive and negative deviations are possible which
are mapped onto a diverging color map. As with the absolute perspectives, the normalizations vary.

All color maps are taken from the ColorBrewer 2.0 online tool [31]. The three different normal-
izations are labeled by their visual effect on various aspects of the data. The subspace perspective
normalizes the data per attribute such that the share of a characteristic is reflected. This perspec-
tive is invariant to the overall support of the respective row and thus highlights the character-
istics (columns). Attributes with fewer characteristics are likely to be more visible by this. The
subset perspective linearly normalizes all values within each attribute. This specifically highlights
attributes that only have a small variance in their co-occurrence distribution. Furthermore, on a
more overview level, this perspective allows the identification of equal rows forming the so-called
visual blocks. Globally normalized values comprise the support perspective, which is correlated to
the support. This is visible as the support is also mapped onto the bar chart to the right of each
row, respectively. This perspective also supports the identification of visible blocks. A seventh per-
spective visualizes the normalized pointwise mutual information (nPMI). The scale ranges
from -1 (dark red) over 0 (grey, light colors) to 1 (dark blue). If the nPMI is -1, it means there are
no co-occurrences (co-occurrence = 0). If the value is around 0, the values are independent. And
for 1, they are correlated.
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Fig. 6. Six distinct perspectives on the same data. The subspace view highlights attribute characteristics
(columns). The subset view highlights the visible blocks. The support view correlates with the support of
the aggregation, which is noticeable by the corresponding purple bar chart. The relative views show the
difference in comparison to the population.

5.3 User Defined and Dimensionality Reduction based Ordering

The columns of the tables represent attribute characteristics and can be ordered arbitrarily. Some
attribute characteristics follow a natural total order, such as age groups. Each row represents a
structured entity where no total order is given, as structured entities are only partially ordered as
discussed in observation 3 in the previous section. Therefore, the user can define the order for one
or more columns (i.e., attribute characteristics) which is useful for some tasks as later detailed in
the use case section (Section 6). The MDPE-approach also always employs a default order. We ex-
perimented with four algorithms: Principal Component Analysis (PCA), Multi-Dimensional
Scaling (MDS), t-Distributed Stochastic Neighbor Embedding (t-SNE), and Locally Linear
Embedding (LLE) [62]. For each technique, we set the number of output dimensions to one. We
discard t-SNE and LLE due to their varying necessary parameter estimations and runtime. We use
the MDS with a Euclidean distance measure based on the co-occurrences. The PCA provides a
less visually coherent result and is therefore discarded. As our observation 2 (redundancy) states,
multiple structured sub-entities can describe the same structured entities (e.g., transactions). This
also leads to the effect that the co-occurrence vectors (i.e., rows of the tables) contain the exact
same values and are, thus, placed together by applying the MDS. We call these rows with equal
co-occurrence vectors visible blocks (see, for example, in Figure 6).

5.4 Visual Exploration

The visual exploration is enabled by MDPE-vis (Figure 7). The figure shows the example data from
Section 4, more specifically Table 4 (A;) and Table 5 (A;). Note, that the order of the rows is different
because of the applied dimensionality reduction as discussed in Section 5.3. The pixel-based tables
(A) and the bar charts representing interestingness measures (B) are drawn onto a zoomable and
pannable canvas, which is framed on each side by an overview pane displaying rows of equal
(normalized) co-occurrences (C). On top, a static header provides sorting and filtering options (D)
as well as a legend, a search field to filter for specific structured entities, as well as an option to
change the normalization (F). Note, that the information about the structured entity itself is only
visible as a label for each row and in the tooltip (E). In the following, we will detail all components
of our interactive visualization. They are prefixed by a letter referencing the labels in Figure 7.
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Fig. 7. The overview of MDPE-vis displaying the output Table 4 (A1) and Table 5 (B1) of our approach (see
Section 4.4). The co-occurrence tables of the MDPE-approach are visualized as pixel-based tables (A) on a
pannable and zoomable canvas, where each row is accompanied by two interestingness measures displayed
as a bar chart (B). The canvas is framed on each side by an overview pane that highlights rows of equal
co-occurrences (C). The static header features filter and sorting options, as well as pixel filters (D). The
structured entities are only visible as a label next to each row and as a detail-on-demand view in the form
of a tooltip (E). The user can search for specific structured entities and change the perspective on the co-
occurrence data by changing the normalization (F). A statistical overlay and guidance can be accessed (G).
Options when selecting rows become available in the top center (H). This example can be accessed here:
https://mdspe.dbvis.de/app/paper-example (username: dbvis, password: $mdspe$).

(A) Pixel-based Tables. The pixel-based tables represent the co-occurrence values of the tables
based on our MDPE-approach in Section 4. A pixel-based representation allows the highest density
to represent information. In combination with the zoomable and pannable canvas, this design
provides the highest degree of scalability while the search space reduction of the MDPE-approach
reduces the necessity of drawing too many rows and columns (i.e., pixels) in general. A recent
study by Yang et al. also found that panning and zooming are the fastest interactions and provide
as good of a context as overview+detail designs for matrix visualizations [74]. This design is also
in line with our requirements R3 - agnostic and scalable to the attributes and R4 - overview
and comparison. The left table (A;, Figure 7) refers to the output Table 4 where the distinct
structured entities and their co-occurrences are listed. The right table (A;) represents the data of
Table 5. The order of the columns is identical in both tables; however, the order of the rows is
different due to the dimensionality reduction step (see Section 5.3). The pixels are colored using
a diverging colormap because of the relative subspace perspective. In the example case (Table 2),
the co-occurrence vector for the entire population would contain 2 everywhere (Table 6). Note,
that this is a random case of the example that the co-occurrences of the population are uniformly
distributed. As each attribute contains two attribute characteristics, the normalized value for each
cell of the population vector is calculated by 223 = 50%, where the numerator is the co-occurrence
value of the cell and the denominator is the sum of all co-occurrence values for this attribute. The
middle row of the right table (A;) represents the co-occurrences of the itemset {bread} and all
values have a 0% deviation because the item {bread} occurs in all the transactions and thus, its
co-occurrence vector is identical to the co-occurrence vector of the population. A deviation is, for
example, visible for {candy} which is the bottom row of the right table (A;). As visible in Table 5 in
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the attribute Age Group, the co-occurrence value for the attribute characteristic Age Group:< 18 is
2, which is 100% when it is normalized. Thus, the deviation to the population where the normalized
value is 50% is +50% which is represented as a dark-blue pixel. Because the attribute contains only
two characteristics, the other cell representing the attribute characteristic Age Group:> 18 to the
right shows a deviation of —50%, which is colored as dark-red.

Space is reserved between the two tables. The area is used to draw Bézier curves to link both
tables visually. This is shown in Figure 10 where the two tables are additionally vertically aligned
by the selection. To avoid clutter, the connecting curves are only shown when the user selects one
or multiple rows in either table. The color of the lines refers to one selection. The colors are uni-
formly selected from the HSV color space. As the right table holds the sub-entities of the structured
data, a selection there show all entities where the currently selected sub-entity is contained (see
Section 2, Structured Data). Similarly, a selection in the left table reveals all contained sub-entities.
The current selection and linked entities are additionally highlighted. This reduces the opacity of
all non-selected or non-linked rows. The user can additionally align the tables vertically based on
the selection.

(B) Interestingness Measures Bar Charts. Interestingness measures (see Section 2) are represented
as bar charts. This design is agnostic to any specific interestingness measure (R2). In the example,
as shown in Figure 7, there are two interestingness measures (IMs) represented: length (green)
and support (purple). Because IMs can be, and in this case are, a-priori, we use a double encoding.
The maximum for the IM length in the high aggregation table (B,) is typically very low and much
smaller than the maximum length of the low aggregation table (B;). The opposite is true for the
support where high values are typically in the high aggregation table (B,) and low values occur
in the low aggregation table (B;). Another impression of these phenomena is shown in Figures 3
and 4 where we use the same colors to depict the IMs. Note, that with larger search spaces of the
structured data, the differences in the value ranges are typically much larger. The width of the
bar charts is normalized to the minimum and maximum of the respective table. If the width was
normalized globally (across both tables), the values for one IM would be so small in one of the tables
that they would be almost invisible to the user. The brightness of a color encodes the value of the
interestingness measure and is normalized globally across both tables. For example, in Figure 7 the
bar displaying support of the middle row of the right table (B,) representing {bread} is outstanding
and in a dark purple color because the support of 4 is the highest value not only for this table (A;)
and in general (see Figure 3). On the left side (B;) the middle row also has an outstanding bar for the
support. However, in this case, the underlying value is 2 which is the highest support of this table
but not the maximum globally, therefore, represented in a lighter purple color. Note, that the initial
mining depth parameter was set to one resulting in sub-entities only of length 1 (see Figure 4) and,
thus, forming a uniform distribution for the green bar charts (B;). Gray transparent overlays over
the bar charts indicate when a minimum and maximum threshold is set. This is visible in Figure 10
where the maximum threshold for the IM length has been lowered to 26 for the left table and the
support has been lowered to 6407 for the right table.

(C) Overview Panes. Two overview panes are placed on both sides of the canvas. Larger datasets
cannot be viewed entirely on the canvas, and the overview panes support the user in navigating the
pannable and zoomable canvas. In Figure 10, the functionality is more intuitively visible because
of the larger dataset. The opaque white background displays the overall length (i.e., the number of
rows) for each table. Because in this dataset the left table contains less than half of the rows than
the right table, the white background only covers approximately 43% of the height. The remaining
space below is displayed with a striped pattern indicating empty space. The gray overlays on both
sides indicate the vertical position of the canvas for each table. The more the user zooms out, the
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larger the gray overlays grow within a vertical direction. In Figure 7, the gray overlays cover the
whole space, as both tables are entirely visible.

The second functionality of the overview panes is the display of visible blocks which occur
because the co-occurrence-vectors of these rows are equal (see Observation 2 in Section 4.3) and
placed together because of the dimensionality reduction step (see Section 5.3). A wvisible block is
formed if two or more rows have an equal co-occurrence vector. These blocks are not always
standing out in the pixel-based representation due to visual noise. Therefore, visual blocks are
indicated by the ocher-colored blocks in the overview panes. The larger the ocher-colored block
in the overview pane, the more rows belong to the block. When hovering the blocks, the respective
rows in the table are brushed and highlighted. A tooltip further indicates the number of rows with
equal co-occurrence vectors. This is, for example, visible in Figure 7 as the first two rows of the
right table (A;) form a visible block which is indicated also in the overview pane (C,). A gray line
connects the rows with the indicator in the overview pane. The second visible block is not shown
in this figure as it is cropped, however, the gray connection line is still visible. To avoid clutter, the
user can parameterize and filter the indicators by a minimum threshold, which hides all indicators
of visible blocks that have fewer rows than the set threshold. The default value for this parameter
is set to the minimum allowed value of two.

(D) Filtering and Sorting. The filter and sorting options are located in the static header, which
does not zoom and pan with the canvas (Figure 7, D). The user can also filter for specific values
(Ds), or visually spoken, filter the tables based on more blue or red pixels. The user can do this
for a specific attribute characteristic or any attribute characteristic of a specific attribute. The at-
tribute labels are located at the bottom of the static header. Grey lines connect the static labels
with the dynamic canvas blocks. This supports the user in navigating the canvas and preserving
the overview in the horizontal direction. In the canvas, we adapt the gap size between the at-
tribute column blocks to be increased with smaller zoom levels to make the distinction between
attributes even clearer. In the header, the user can click on an attribute that shows all the underly-
ing attribute characteristics, which are the columns of the pixel-based table in the canvas. For each
of the attribute characteristics, the user can sort the respective table by this column. The user can
determine a sorting order, which is reflected by small numbers in the header. This allows sorting
the table specifically by multiple columns. The sorting options for both tables are independent,
allowing a higher degree of flexibility for the analysis. The default order with the lowest priority
is always determined by the dimensionality reduction step.

With the same interactions, the user can also filter the table for values of specific attribute
characteristics. All employed filtering options result in a reduction of rows only. This implies that
no aggregations are changing, and therefore already visible colors do not change. Such behavior is
desirable for the consistency of dynamic visualizations [59]. An attribute characteristic filter can
set a minimum and maximum threshold. Only rows that have all cells within the defined range
are retained. The user can further filter the rows by IMs. Figure 7 at locations D; and D, shows
range-sliders where the user can define the minimum and maximum threshold for the IMs length
(green) and support (purple). Note, that the sliders for the left table (D;) are inverted to align with
the bar charts of the canvas, as their baseline is on the right (towards the center of the canvas).

Lastly, the user may select specific rows of interest and may remove these rows explicitly or
keep only the selection and remove all other rows. In combination with the iterative mining, this
is similar to a templating approach with positive (i.e., interesting) and negative (i.e., uninteresting)
templates [40, 46]. This is also described as a design goal by Stolper et al. [59].

When the user opens the interactive visualization, no filters and no sorting options are set ini-
tially allowing the user to get a first overview impression of the data, or more specifically, of the
co-occurrences and interestingness measures that follows our requirements R4 and R5.

ACM Transactions on Interactive Intelligent Systems, Vol. 13, No. 2, Article 10. Publication date: June 2023.



VA of Co-Occurrences to Discover Subspaces in Structured Data 10:23

(E) Detail-on-Demand View. As previously mentioned, the structured data itself is only visible in
the form of labels aligned with each row and additionally in the detail-on-demand view in the form
of a tooltip. This design decision follows our requirement R1 and also supports the requirements
R3 and R4 as visualizing structured data in a scalable manner is difficult if not impossible due to
the various constraints inferred by the structure itself. The simple structured data representation in
the tooltip shows items of an itemset vertically stacked, whereas the itemset themselves is aligned
horizontally. For the VAST Challenge 2017 use case (see Section 6), we added a map representing
the structured data where the blue lines represent all routes and a red line shows the specifically
structured sub-entities (see Figure 10). The tooltip also contains two bar charts that depend on
the row and the hovered attribute (column group). The upper bar chart shows the histogram of
the attribute, whereas the lower bar chart shows the deviations of the histogram compared to the
global histogram of all data.

Besides the structured data, the detail-on-demand view also displays the statistics of the co-
occurrences as well as the other IMs. A table represents the differently normalized co-occurrence
values (see Section 5.2) for the respective subspace (i.e., row), the co-occurrence value of the overall
population, and the deviation of the subspace to the population. Below the table in the detail-on-
demand view, the remaining IMs are represented which are in this implementation support and
length. As shown in the example of Figure 7, the support for the sub-entity {candy} is 2, which
is 50% relative support because the input data consists of four rows. The length is 1 because this
itemset contains only one item (i.e., the cardinality of the itemset).

(F) Querying, Perspectives, and Miscellaneous Options. The top part of the static header provides
various features for the user’s workflow. In the center (F) is a search query field, allowing the user
to filter the rows of both tables by their structured data. For example, the query candy will only
leave rows where the structured entities, i.e., itemsets contain the item candy. Also, more complex,
regular-expression-like, queries are possible. This feature is useful for users to verify preexisting
knowledge about the data and better learn and understand how the application works and how
visual patterns can be interpreted (see 6.5).

Next to the search field, a drop-down menu provides all available and implemented perspectives
on the data. A change here will only adapt the colors of the pixels, while the current viewport of
the canvas is retained. The legend on the left is updated accordingly and shows the minimum and
maximum value for each colored bin.

On the right side are two buttons located that hold all current sorting and filtering settings. The
sorting settings can be reordered by dragging and dropping, and both settings for each filter or
sorting option can be deleted individually.

(G) Statistical Overlay and Guidance. The left most button
(house symbol) resets the canvas back to a default position. The I
button for the statistical overview to the right opens a dialog y 9
where the user can specify the thresholds for three variants of
the binomial test (two-sided, left-sided, right-sided). The glyph is displayed on a pixel when the
p-value of the statistical test is below the threshold. The glyph is composed of three parts, which
refer to the three different types of tests. The rectangle is displayed if the two-sided test is signifi-
cant. The triangle on top is displayed if the right-sided test is significant if the value is significantly
greater than the average. The triangle on the bottom is displayed for the left-sided test. The color
of the glyph is chosen based on the background color of its pixel. The glyph is filled with white
color if it’s relatively dark; otherwise black.

We implemented a preliminary guidance system. The rightmost button (Figure 7 (G)), opens a di-
alog window (Figure 8(a)) which entails a list of possibly interesting patterns. Their interestingness
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Guidance
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(a) The guidance dialog lists
potentially interesting patterns
that are being identified
through various statistics.
The summary describes the (b) A click on the “show me" button closes the dialog, zooms, and pans
statistical property. The details the canvas automatically to the respective rows. Additionally, the rows are
reveal a visual description and highlighted. The highlighted rows refer to the finding “Cars Violating the
a list of matched patterns. Park Rules" (Section 6.1/ Figure 11).

S

Fig. 8. A guidance system is available as a dialog. It contains multiple elements, whereas each guidance
element consists of a statistical description, a description of the corresponding visual effects, and a list of
matching patterns. Therefore, the guidance feature can be easily extended with more elements using various
statistics and machine-learning strategies.

is determined using basic statistics such as the pattern with the highest support and the longest
pattern (most items). Other statistics are based on the co-occurrences to find the pattern with the
highest positive and negative deviation, which is visible by the darkest blue or red pixels in a row.
Also, the variance across all co-occurrences for a pattern can be determined, which is equal to
the row that contains the bluest and reddest pixels. The guidance system is implemented as an
extendible interface that allows for any statistics and machine learning method to be added. Each
calculation based on the whole dataset must result in one element that contains a statistical descrip-
tion of relevance, a summary that describes the visual effects in the interface, and a list of matched
patterns. Each element contains a “show me” button that closes the dialog, zooms, and pans the can-
vas to the matched patterns. The patterns are automatically selected such that they are highlighted
in the overview. In Section 7, we will discuss further possibilities for extensions and limitations.

(H) Options for Selection. When the user selects one or multiple rows, these options become
active. The user can align the tables vertically such that the selection and connected rows on the
other table align vertically. Additionally, the filter can be enabled, which removes all non-selected
rows from the canvas. A remove button deletes the selected rows from the canvas, which can be
useful if the sub-sequences and their correlations are deemed uninteresting or previously explored.
The right-most button clears the selection.

5.5 Interactive Mining & Filtering

The user can drill down into the search space using interactive mining, which is the implemen-
tation of the described Action 3 in Section 4.3. This is done by selecting rows and choosing, via
a context menu, the option drill down. In the upcoming dialog, the user may choose how many
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generations (see Section 2) should be mined. The default and recommended value is to mine only
the next higher generation of the selection.

Our algorithmic basis is the CM-SPAM algorithm by Fournier et al. as it shows good performance
with dense datasets [21]. The CMAP approach of Fournier et al. is an extension to the SPAM
algorithm [4] and functions as a bloom filter reducing the amount of the more computationally
expensive candidate generation routines of the SPAM algorithm. SPAM uses an efficient vertical
database layout, representing the occurrence of an item across all event sequences in a bitmap. The
algorithm mines the search space by extending prefixes with an Itemset-Extension and Sequence
Extension. We introduce several modifications to make the CM-SPAM algorithm interactive. There
is a difference in the mining technique for each table as the left table (A;) contains the original,
distinct structured entities and the right table (A;) contains already mined sub-entities. While our
MDPE-approach is generalized for any type of structured data, our implementation currently only
works with event sequence data and itemsets as the former data type is an extension to itemsets.
For any other type of structured data or mining type such as rules, a different type of algorithm
has to be selected and implemented. Our various modifications are however similar for any type
of pattern mining algorithm.

To not run into a so-called pattern explosion caused by the exponential search space, we con-
strain the mining algorithm to a maximum length Iy;4x (i.e., generation or cardinality). We modify
the mining from a depth-first-search to a breadth-first-search similar to Perer et al. [56] which al-
lows us to effectively mine structured sub-entities by generation (see Figure 3). Let S be the struc-
tured entities contained in the input data D and P be the set of structured sub-entities of D that
satisfies the minimum support (sy;7n) and does not exceed a maximum length Iy 4x. Let further Py
be the set of structured sub-entities of the current highest generation: p € Py C P|length(p) = k =
Irax- The user can drill down into the search space using two interactions, which effectively adds
more structured sub-entities to P. P can be considered as the rows of the right table. A drill-down
operation will add more rows to this table. Each drill down mines for the next generation(s) of
sub-entities Pg.,. The user can define this by increasing the maximum length Iy x, which must
be at least k + 1.

The first interaction is based on the selection of structured entities Sgg; C S. This is a selection
of rows Sgg; in the left table which holds the distinct transactions S. This is trivial to accom-
plish with the algorithm. The user selects rows of the low aggregation table (Table 4, Figure 7 A;).
This table only holds distinct structured entities, therefore the following algorithmic procedure
is required: (1a:) All already mined sub-entities P of the selected entities (i.e., rows) Sggy are con-
sidered (Psgr E Ssgr). (1b:) As the SPAM algorithm is prefix-based, only the highest generation
of the considered sub-entities is used (Px). (1c:) The minimum support threshold is determined
by the minimal support of Px: minSup = min,cp, support(p). The smaller the number of selected
structured entities (i.e., rows) by the user, the faster the algorithm can mine additional sub-entities,
as the selection simply serves as a projection of the original data.

The second drill-down interaction is based on a selection of structured sub-entities Psg; which
are stored in the high aggregation table (Table 5, Figure 7 Aj;). The initial assumption to use
this selection and filter for the highest generation to mine for longer sub-entities is, however,
not correct as the SPAM approach is prefix-based. Therefore, a prefix < {a}, {b} > (a occurs
before b) can only be extended with ¢ yielding < {a}, {b}, {c} >. It is, however, not possible to
receive < {a},{c},{b} > or < {c},{a},{b} > even though < {a},{b} > is contained in both of
these sub-entities (i.e., subsequences). To mine all desired sub-entities of the higher generation,
two additional steps have to be included: (2a:) All structured entities have to be considered
where Psgy is contained: Ssgr € {s € S,p € Pspr | p E s}. (2b:) Afterward, steps 1a - 1c can
be executed based on Ssgr. The result of the k + 1 generation may include sub-entities where
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some sub-entities of the user’s selection Psg; are not contained in the mined sub-entities. This
requires another pruning step. (2c:) Let the mined subsequences with a threshold length I be
{p1 € P; | support(p) = syin A length(p) = I}. All desired sub-entities must be contained in
Psgr: {p1 € Pi,p € Psgr | p E pi}. The sub-entities where this condition does not hold are still
kept in the result set as these sub-entities are used when further drilling down into the search
space. They are, however, hidden from the user and only become visible if another drill-down
interaction verifies their condition. The check for containment of s, C s, runs in O(m) whereas
m = length(sp). We employ additional heuristics acting as a bloom filter to speed up this process.

In either of the two cases, additional sub-entities are being mined which will add the resulting
sub-entities to the high aggregation table (Figure 7 A;). If the user selected all rows and would
mine to the highest possible generation, the size of the original search space would still not be
reached as in our MDPE-approach no combinations of attribute characteristics are being mined
and displayed. In other words, only the number of rows can be increased but not the number of
columns. However, the scenario that a user would drill down in the entirety of the search space is
highly unlikely because in many applications visual patterns can be early determined because of
the a-priori property of the co-occurrences and thus, mining for additional sub-entities that would
only reveal the exact same co-occurrence distributions is not useful.

6 USE CASES

We present two use cases using different datasets to show the applicability of our approach. The
first use case uses the VAST Challenge 2017 Mini Challenge 1 dataset as it provides ground truth.
The second dataset originates from a study that psychologists conducted to investigate the eating
behavior of persons and correlate it to various user groups.

6.1 VAST Challenge 2017 Mini Challenge 1

The VAST Challenge 2017 Mini Challenge 1 [69, 70] data consists of traffic in the “Boonsong Lek-
agul Nature Preserve.” The traffic is captured at certain locations in the park, monitoring a specific
ID for each vehicle, as well as its type and time. This information can be modeled as event se-
quences where each trip in the park is a sequence, and the locations in combination with the time
form the events.

Table 8 shows the data containing three sample entries. In order to draw the maps and calculate
the speeds, we further have the coordinates for each point (e.g., gate6) of a fictional coordinate
system available, as the average speed of a car is continuous and is, therefore, binned. The challenge
describes that no traffic besides rangers are allowed to visit ranger stops. If this is violated, we mark
the attribute violation with yes.

Pattern mining is a clustering task for structured data. Mapping the vehicles’ routes as event
sequences allows us to aggregate the data by the routes as well as partial routes. Note that the
sequential pattern mining algorithm is not constrained and allows gaps in the routes. Such a con-
straint would be possible and would reduce the number of route segments significantly; however,
we did not want to adjust our methods too much to the use case. The co-occurrences of the at-
tribute characteristics, therefore, represent distributions per route (i.e., distinct event sequences,
left table) and route segment (i.e., sub-sequences, right table). The visualization shows the user
whether routes and route segments correlate with behaviors, such as that a route is only driven at
certain times, by certain vehicles, and at certain speeds. The data contains 18,739 event sequences
with 577 distinct event sequences. The number of distinct events (locations) is 40 which is the size
of the alphabet of symbols (|X[). Most importantly, the VAST Challenge data contains defined and
intentionally created hidden patterns which are now available since they were discovered by the
participants of the challenge and are available in the published solution [71]. The data, therefore,
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Table 8. The Input Data for the VAST Challenge Dataset with Three Example Entries

Structured Data Attributes
SID Event Sequence Hour | Weekday | Month | Car Type | Avg. Speed | Violation
1 < {entrance4}, {gatel},... > 4am | Monday | March Truck 20-25 Yes
2 < {ranger-base}, {gate5}, ... > 2pm | Tuesday | October | Ranger 10-15 No
3 | < {entrance2}, {general-gate2},... > | 3pm | Friday May Bus 25-30 No

The full dataset contains 18,739 event sequences. Each sequence consists of multiple itemsets with exactly one item
referring to a specific location in the preserve. The average speed attribute is binned. The sequences reflect the
positions of the car logged at a specific time and location within the preserve. This table is structurally equal to Table 2.

contains ground truth. We show how it is possible to detect these hidden patterns with our pro-
vided interface. We especially focus on the unusual patterns, as these occur only in small subsets
of the data and are thus difficult to find automatically. It is noteworthy to mention that, in order to
find the patterns that we present in the following, mostly no interactions besides zooming and pan-
ning are necessary. The whole dataset can be loaded at once. With a minimum support syn = 2
and maximum length Lyax = 2, 1332 sub-sequences can be mined. This effectively means that
577 rows are being drawn in the low aggregation table (Table 4) and 1, 332 rows are visualized on
the high aggregation table (Table 5). This use case is conducted by the authors of this paper. Fig-
ure 9 shows that three out of four findings are immediately visible when the data is being loaded.
The user may use the pan and zoom capabilities to find the respective visual patterns, however,
no other interactions are necessary. Only for the fourth finding which we have named “The Race”,
one interaction is necessary which requires sorting the left table by the highest bin of the attribute
“Speed”. This is because this visual pattern is only visible by a single pixel and thus, does not show
a strong visual stimulus.

Suspicious Truck. The suspicious truck is visible in Figure 10. The finding is largely visible in the
data as multiple rows contain dark blue and red pixels whereas the surrounding rows only contain
light pixels (see Figure 9, bottom right). The specific sub-sequences in the right table have been
selected which causes the brushing of one single line in the left table. This shows that, despite the
redundant sub-sequences, there is only a single, distinct event sequence representing the truck’s
route. In other words, the truck always took the same route. Blue pixels represent a positive devi-
ation from the average of all data. The most prominent pixels are the violation:yes (1) and the car
type:truck (2). Furthermore, it can be seen that the truck only drives on Tuesdays and Thursdays
(3) and only between 2 am to 5 am (4). The route is also displayed in the tooltip on the map as
a blue line (5). The co-occurrence distributions for all attributes are equal in both of the tables.
Because of the redundant sub-sequences and the dimensionality reduction-based ordering, these
distributions are better visible in the right table. The tooltip reveals the support of 23 for this sub-
sequence. This means that the truck drove 23 times using this route in the preserve. The relative
support of 23/183739 = 0.123% underlines that this pattern is not common in the data. Yet, it is
prominently visible in our interactive visual interface.

Cars Violating the Park Rules. This use case is similar to the suspicious truck, but even more
extreme in the sense of the frequency and shorter trip length. As with the suspicious truck, two
rows contain dark-colored pixels, which are in strong contrast to the surrounding areas (see Fig-
ure 9, top right). Figure 11 shows a cropped screenshot of the interface after the initialization. As
in the previous use case, the anomaly is immediately visible in the violation attribute (right-most
column group). The column that shows cases, where cars have violated the rules, shows a positive
deviation (blue pixel). Furthermore, the attributes weekday and hour of day reveal that the cars
visited the preserve on a Friday between 10 am and 3 pm. The absolute and relative support of
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Fig. 9. Without any user interactions, the overview immediately reveals three out of four findings that can
be discovered in the VAST Challenge 2017 data set. The Ul has been cropped. The patterns in the right table
are visible because there are multiple rows that contain several darker pixels which stand largely in contrast
to the rows above and below. The finding in the left table can be identified because it is the longest sequence
in the dataset which is indicated by the green bar chart to the left of the table. For all of these findings, filters
can be applied to reduce the tables to these specific rows.

this pattern is even lower than in the previous use case, as only 6 car trips out of 18,739 show
this behavior. The fact that the stated event sequence is only of length three reduces the possible
number of redundant sub-sequences. As visible in the Figure 11, there are only two redundant
sub-sequences.

Long Term Visitor. The third use case shows an anomaly in the interestingness measures. It can
be found by inspecting the left table using the green length bar chart (see Figure 9, left side). The
length of the sequence is much longer than any other sequence in the dataset, thus it is visible. Ad-
ditionally, the length slider on the left can be increased to filter for this row. An atypical long event
sequence can be found as shown in Figure 12. With the help of the (green) bar chart, this anomaly
can also be simply identified. The perspective mode is switched to the subset view revealing that
the visitor is staying the whole time, that the dataset covers, in the preserve.

The Race. This finding is not easily visible in the dataset but can be found using a hypothesis-
driven approach (Figure 13). The tables can be sorted by the highest speed bin (40-45) which then
reveals the respective rows. Therefore, the user clicks on the attribute speed and then sorts the
tables according to the columns with the highest speed bins in descending order. Alternatively,
the co-occurrence filter can be used to filter for the rows. The highlighted area shows one row
with two bins of an increased speed (blue pixels). Based on the descending ordering, it can further
be verified that no other car trips have such a high average speed. The tooltip reveals (not shown
in the figure) that the support of this distinct event sequence is two, whereas the other attributes
show that both routes were driven at the same time by two different cars. Hence, this pattern is
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Fig. 10. In the VAST Challenge 2017 narrative, the suspicious truck illegally dumps waste in a northern lake
of the preserve (blue route in the map of the tooltip). The respective rows are selected and, thus, highlighted.
The truck makes a total of 23 trips and only drives between 2 am and 5 am and only on Tuesdays and
Thursdays. The left table only contains one distinct row representing the truck, as it always takes the same
route and, therefore, the event sequences are identical. The right table contains multiple identical rows with
sub-entities (i.e., sequential patterns) that are redundant, generating a largely visible block. This example can
be accessed here: https://mdspe.dbvis.de/app/vc (username: dbvis, password: $mdspe$).

Positive deviation for violation=yes (blue pixels)

Fig. 11. Six cars driving illegally to a ranger station at one point in time. Note that the order of the attributes
is equal to Table 8. A clear positive deviation is visible in the last pixel of the upper rows (violation = yes)
which has a dark blue color. The characteristic violation = no therefore has a negative deviation (dark red).

Attributes confirm the car is staying for the whole year.

Fig. 12. The top line shows an event sequence of unusual length. The attributes in the subset perspective
reveal that this specific car is staying the whole year in the preserve.

called the race. Note that the speed calculation is based on a fictive coordinate system and therefore
no units are available.

6.2 Expert Study: Eating Behavior

This use case utilizes data conducted in a study by psychologists where 35 participants logged their
meals over the period of one week by using the smartphone application SMARTFOOD [13, 63, 65,
66]. Additionally, the participants reported their subjective stress levels right before and after their
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Fig. 13. A race of two cars through the preserve, showing higher speed than usual. Based on the descending
order of rows based on the columns representing the highest speed bins, it can also be confirmed that no
other traffic is driving as fast.

meals using a 7-point Likert scale ranging from 0 (high stress) to 6 (low stress). The data shows
three fictional sample participants that are displayed in Table 9. The reported stress levels before
and after the meal and the type of the meal are combined in one itemset. Even though the stress
levels take place sequentially in relation to the meals (before and after), the symbols are combined
in one itemset. Their labels str-pre and str-post indicate their order within the unordered itemset.
The reason for this is that a sub-sequence < {str-pre:1}, {meal:lunch} > where a pre-stress level of
1is followed by lunch does not necessarily mean that it is directly followed, as numerous gaps are
possible. Instead, with this encoding, the sub-sequence would be < {str-pre:1, meal:lunch} > where
the pre-stress level and the meal are items in one itemset. In the latter case, the stress level certainly
belongs to the meal within the same itemset. Again, the first encoding could be also combined with
an additional window constraint for the pattern mining algorithm, but such constraints prune the
search space tremendously and the consequence might be that important information is lost such
as whether stress levels in the morning influence the stress levels at dinner time. There are two
possibilities for how the participants’ meals can be represented. Either each of the 35 participants’
meals is represented as one event sequence (i.e., a row of the table) where all meals of the week
occur sequentially, or the meals are split by day and participant, which would result in 7 * 35
rows in the table. The latter encoding does not allow any insight in whether stress levels or meals
influence over multiple days but, for example, if a participant has a snack before breakfast it can
be certain that the snack was actually taken before breakfast and is not an artifact that the snack
was consumed the day before.

The attributes consist of the gender, age, vegetarian, vegan, and Body-Mass-Index (BMI). The
attribute age is not binned, and each value is displayed as a separate characteristic. The BMI is
binned according to the scale of the World Health Organization [52].

The size of the alphabet for this dataset is 20 which is half the size of the previous use case.
None of the participants have a completely overlapping history of meals which is why the left
table contains only 35 rows. Because the structured data contains sequences, there are many com-
binations possible which results in over 200 rows in the right table with an initial mining depth of
two. Note, that because of data privacy reasons we cannot publish an overview screenshot of the
whole dataset. Instead, we select three out of nine findings the psychologists reported and display
and describe the visual patterns using cropped images.

The implemented tool for this approach was tested in three phases by the psychologists that
conducted the study:

(1) In this phase, the tool was demonstrated to the domain experts using the VAST challenge
dataset as their own data was still being gathered. Several interactions of the tool were
demonstrated and the visual patterns were explained to the domain experts. The meeting
lasted for about one hour.

(2) This phase consisted of a short paired analytics session where the data of the psychologists
was loaded into the tool. The domain experts identified some of the already known correla-
tions that are contained in their data. This meeting was only 30 minutes.

(3) The psychologists used the tool on their own without any of the authors being present.
The domain experts prepared a document consisting of screenshots and descriptions with
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Table 9. The Data of the Eating Behavior Study Shows Three Artificial Participants

Structured Data Attributes
SID Event Sequences Gender | Age | Vegetarian | Vegan BMI
1 < {str-pre:4, breakfast, str-post:5}, {str-pre:3, lunch, . .. > m 20 yes no normal
2 < {str-pre:1, lunch, str-post:3}, {str-pre:1, snack, . .. > m 30 no no obesity III
3 < {str-pre:5, lunch, str-post:6}, {str-pre:4, cake, ... > f 21 yes yes obesity I

The participants log their stress levels (str-pre & str-post) before and after every meal (0 = highest, 6 = lowest). Every
meal, including the pre- and post-stress level, is encoded as an itemset. The itemsets of meals over the days form the
event sequence.

12 19 20 21 22 23 24 25 26 27 28 20 31 33 39 4 0 1 0 1 01.02. 03 0405 06.,,

Increased for underweight B I

and obesity class IlI |
1
1
I

Fig. 14. The highlighted line shows the behavior of six participants where a high stress level was reported
followed by a snack. The relatively higher prevalence of this behavior (i.e., sub-sequence) can be visually
compared across BMI categories.

findings of potential interest. In total, they reported nine findings. Note that these patterns
are labeled as patterns of potential interest, as they have not yet been verified as statisti-
cally significant by the domain experts. It is unknown to the authors how much time the
psychologists spent exactly, but in the post-interview session, the psychologists mentioned
they spent more than one hour with the tool.

(4) A 30 minute interview was conducted with the domain experts where they provided feed-
back about the tool.

The psychologists were associated with the authors from previous projects and during an informal
meeting, the idea was brought up that their own dataset would be suitable for analysis with our
approach. The psychologists were not compensated but asked to continue using the tool for their
own datasets. In the following, we present three out of the nine patterns of potential interest
identified by the domain experts. All of these nine patterns of potential interest were novel to the
psychologists and were not discovered in their own analysis, which was mainly done using R Stats.

Stress and Snacks. This pattern of interest, as depicted in Figure 14 shows a behavior (i.e., sub-
sequence) where a meal with a high pre-stress level (str-pre:1) is followed by a snack. Out of the
35 participants, 6 participants show this behavior. As Figure 14 shows, this behavior seems to be
over-represented in participants with a relatively low or high BMI. For instance, only 2 of the 35
participants (5%) are classified as slightly underweight, but both participants show this specific
behavior. A similar visual pattern can be seen for participants with a BMI of obesity class III.

Low Stress-Levels for Vegetarians. When sorting the table in descending correlation for vegetari-
ans, multiple behaviors (rows) can be visually detected, as shown in Figure 15. Row 1, 2, and 4 show
the attribute characteristics of behaviors that have varying combinations of stress levels 5 and 6
(low). In all of these rows, the attribute characteristic (column) vegetarian=yes shows a positive
deviation (blue pixels).

Snack and Breakfast. The bottom row in Figure 15 represents the behavior <{snack}, {breakfast}>
(snack followed by breakfast) which seems to be higher correlated with participants that are
classified as pre-obese and obese class II. Note in this case the data was encoded by participants
and day, therefore, it can be concluded that the participants had a snack right before breakfast.
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Fig. 15. Various behaviors (rows) that seem to have a high correlation with participants that are vegetarian.
Row 1, 2, and 4 represent behaviors that have various combinations of low stress levels. The bottom row shows

the attributes of behavior snack followed by breakfast which shows a relatively higher prevalence with people
classified as pre-obese and obesity class I1.

Table 10. The Transformed and Filtered Dataset of the US Weather Events Contains Data for 2019
and 2020 with Around 2.5 Million Records

Structured Data Attributes
SID Event Year | Month | Day of Month | Hour of Day | US-State
1 < {Rain, Heavy} > 2020 03 15 20 CA
< {Snow, Moderate} > | 2021 01 31 23 MI
3 < {Hail, Light} > 2021 | 04 01 03 WI

6.3 Kaggle Dataset: US Weather Events

This use case, conducted by the authors, demonstrates some scalability capabilities of our approach
and highlights why the alphabet size has a higher impact on the number of rows in the tables
than the number of rows in the input. The original dataset consists of 6.3 million rows contain-
ing weather events collected at airports in the United States? However, this is too large for our
implementation as we use the SPAM algorithm which creates a bit vector for each item in the
transactions and the length would cover all 6.3 million transactions. As we compute all structured
sub-entities in memory, the memory consumption exceeds our hardware capabilities. With a more
efficient implementation, it will be possible to load the entire dataset. This is only an engineering
effort and does not change any core parts of our approach. Instead, we filter the weather events
for the years 2019 and 2020 which still leaves about 2.5 million data rows remaining. The original
data covers the years 2016—2020.

We transform the data as shown in Table 10 where one event consists of the type of weather
that has been observed and its severity. The starting time of the event has been transformed into
multiple discrete attributes: year, month, day of month, and hour of day. An additional attribute
contains the US-State that represents where the event has been recorded. The execution of the
pipeline takes about 8 minutes and consumes around 41GB of memory. An important point is that
the size of the alphabet is relatively small with only 13 items which would be the same if all years
would have been used. Furthermore, only 12 distinct events (rows) are contained in the data. Due to
the small alphabet and a low number of distinct events, the visual output is rather small (Figure 16)
and much smaller than the previous two use cases even though this use case has a much larger
input.

As shown in Figure 16, multiple visible patterns can be found as soon as the data is loaded. Light
rain is the most frequent in the dataset (a). More precipitation events than average were recorded
in May - September (b). Most fog events occurred in the state of California (c) and more storm
events than average were recorded in Colorado and Wyoming (d). Snow events occur more often
during the winter months from November until March (top red line) which is not surprising as

https://www.kaggle.com/sobhanmoosavi/us-weather-events.

ACM Transactions on Interactive Intelligent Systems, Vol. 13, No. 2, Article 10. Publication date: June 2023.


https://www.kaggle.com/sobhanmoosavi/us-weather-events

VA of Co-Occurrences to Discover Subspaces in Structured Data 10:33

112208 o ' 2 e 10265

year = month = dy = howr = state = year = month = day = hour = state =

(a) Light rain most common (46.8%) | (b) Higher precipitation in months May - Sep | | (c) Most fog events in CA | | (d) More storm events in CO and WY1

‘r e

(e) More snow events (light, moderate, heavy) i

during winter months Nov — Mar ———
Most in Ml and MN

(f) Hail occurred 697 times (0.028% of all events)
More occurrences in 2019 and Feb
Highest occurrence in MI with 99 events.

Fig. 16. An annotated snapshot of the interface after the data is loaded. No further interactions have been
performed. The visualization shows various correlations of weather events reported at US airports with the
temporal domain as well as the location encoded by the US-State. The order of the attributes (blocks of
columns) is equal to the attributes shown in Table 10.

the United States is located in the northern hemisphere (e). Most snow events were recorded in
Michigan (MI) and Minnesota (MN, lower red line). Even though the event hail occurs infrequently
with only 697 times (0.028%), it is prominently visible at the bottom of the right table (f). The blue
pixels show a positive deviation where there have been more hail events recorded in 2019 and
in the month of February (red line to the left). The slightly darker blue pixels in the most right
column block of the right table represent a higher occurrence of the event in the state of Michigan
(ML, red line to the right).

6.4 User Study: What We Eat In America Dataset

We have conducted a user study with 15 participants. The participants were recruited from the
Computer and Information Science Department at the University of Konstanz, and every partici-
pant has experience with visualizations and visual analytics tools. Out of the 15 participants, two
are on a Bachelor’s level, two are on a Master’s level, 10 are Ph.D. students, and one is a PostDoc.
None of the participants was the author of the paper. All of the studies have been conducted by
the first author of this paper. The participants were compensated with some chocolate bars but
received no compensation otherwise. The study was conducted online via Zoom. The participants
could choose whether they would like to enable the camera. Some of the participants agreed to
record the call in video and audio. It was made clear that the recordings will not be published and
deleted in an appropriate time frame. The interviewer’s camera was turned off during the study.
The participants provided their answers using an anonymous online form that was open and filled
out during the study. They could decide freely whether they speak aloud about what answers they
write down or tell the interviewer that they had finished answering the question. In most of the
studies, the participants used both approaches depending on the questions. The answers were pro-
vided in bullet points in English and German. Each user study lasted about two hours and was
divided into five parts. Note that the guidance feature was disabled during the study as it was not
stable enough as a feature.

(1) Introduction and overall task. The interviewer explained the process of the study and then in-
troduced the overall task of subspace search and correlation analysis in categorical data. At the end
of this part, the participants were asked whether they understood the task and had any additional
questions. Afterward, the participants were asked how they would tackle this task if presented
with such a dataset. This part lasted for roughly 10 to 15 minutes, depending on the questions.
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(2) Introduction of the tool. The participants were asked whether they knew the VAST Challenge
2017 MC1 dataset. Nine participants reported that they had heard of it, and six reported that they
didn’t know it. None of the participants had previously worked with this dataset. Then the con-
cepts of the approach were introduced by the interviewer using PowerPoint slides, and afterward,
the tool was introduced using screen sharing with the same dataset. The interviewer explained
interaction possibilities, possible perspectives, the statistical overlay, and the filtering and sort-
ing capabilities of the tool. The participants could ask questions on the spot and had been asked
whether they had any additional questions regarding the tool. This part lasted around 25 to 30
minutes, depending on the questions.

(3) Estimation about the search spaces. This part consisted of estimation questions about the
search spaces. The participants were not expected to know or derive the correct formulas but give
a rough estimate of how large the respective search space would be. Therefore, they were asked
to provide their answers as the power of a natural number (i.e., 10%). The parameters of the VAST
Challenge dataset have been used to estimate the various search spaces. The first question was to
estimate the theoretically possible number of combinations using 60 attribute characteristics. The
second question was to estimate the theoretically possible number of sequential patterns in the
VAST challenge dataset (X = 40 and longest sequence = 57). It was underlined that no assumptions
regarding the data should be made for this question. The third question was to guess the actual
number of patterns that exist in the dataset, including assumptions such as “cars may not be at two
locations at the same time” and “cars must follow the roads in the park (i.e., cannot jump)”. It was
also made clear that there exists no formula for such a case, and the answer could be only provided
if the patterns were mined. The answers to each question were provided after the respective ques-
tion. Most participants chose not to tell the interviewer their answers but provided their answers
in anonymous form. Afterward, it was explained that the approach, as described in this paper, only
uses patterns of generations one and two (length), which greatly reduces the number of patterns.
The VAST Challenge dataset shows 114, 540 values (pixels) to the user using this approach. This
part lasted about 10 to 15 minutes, depending on the questions.

(4) Paired analytics session. The mode was switched, and the participants were asked to share
their screens and use the tool in a paired analytics manner and a think-aloud fashion. Before that,
the interviewer introduced the dataset to the participant, which is called “What We Eat In America
(WWEIA)” [51]. For the study, the dataset from 2017-2018 had been prepared and consisted of
7,640 participants logging their intake of one day [18]. More specifically, the sequences consist of
the “Combination Food Type” (DR1ICCMTX) and the “Name of eating occasion” (DR1_030Z). Note
that the eating occasion is provided in English and Spanish. The dataset has been joined with the
dataset “Body Measures (BMX_J)” [19] which contains the body mass index of the persons that
participated in the study. Finally, the dataset was also joined with the dataset of “Demographic
Variables, and Sample Weights (DEMO_J)” [20] which contains the gender and age information of
the participants. Altogether, the prepared dataset for the study contained the following attributes
for each participant:

e Gender (DEMO_J - RIAGENDR) with male and female as characteristics

e Age (DEMO_]J - RIDAGEYR) in age groups of 5 years (0-5, 5-10, .. ., 80+)

e Body Mass Index (BMX_J - BMXBMI) in categories by the World Health Organization (un-
derweight, normal, overweight, obese I-III, missing)

e Intake Day (DR1IFF_J - DR1DAY); Sunday - Saturday

e Intake Hour (DRI1IFF_]J - DR1_020); 0-23

e Breastfed infant (DR1IFF_J - DRABF); Yes, No
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Table 11. The WWEIA Dataset Consists of 7,640 Sequences Containing what People Eat for what
Occasion Associated with Attributes About the Person’s Gender, Age, BMI, Intake Day, Intake Hour, and
Whether they were Breastfed

Structured Data Attributes
SID Event Sequences Gender | Age BMI | Day Hour Breastfed
1 < {o:Lunch, t:Cereal}, {o:Snack, t:Chips}, ... > m 20-25 | normal | Mo | {8,10,...} No
2 < {o0:Cena, t:Meat}, {0:Botana, t:Ice cream}, ... > f 40-25 | obesel | Fr | {18,22,...} No
3 < {o:Breakfast, t:Cereal}, {o:Lunch, t:Salad}, ... > f 15-20 | normal | We | {6,12,...} No

Table 11 shows a summary of the dataset. None of the participants had previously worked with
the dataset or a similar dataset. Before starting their analysis, they were asked to write down
some expectations and hypotheses about the dataset. The participants then spent around 30 to 45
minutes using the tool. They could ask questions and discuss their findings with the interviewer.

(5) Post interview. First, the participants were asked to write down the insights they found in
the WWEIA dataset using the tool and, more specifically, whether their initial hypotheses could
be verified, falsified, or not answered. Furthermore, they were asked whether they had missed
anything significantly in the dataset and, if yes, what they would have needed (e.g., specific fea-
tures, more time, etc.). Finally, they were asked to revisit their answers to the first part of the study
about what approaches, algorithms, and tools they would use now that the participants had more
insights about such datasets and their search spaces. The next section in the post-interview dealt
with specific Ul features used. For each feature, the participants could indicate whether it was
helpful for their analysis or unhelpful/distracting. For each of the questions, they could also write
an optional answer specifying their problems. The UI features included canvas navigation, differ-
ent perspectives, filtering features, sorting capabilities, and interactions based on the selection of
rows. The last four questions were more general, where the participants were asked to write down
what they found most difficult using the tool, what they most liked about it, whether they would
use it again, and finally, what they would improve. The post-interview part took around 20 to 30
minutes, depending on the discussions.

Results. This section reports the most significant results of the study. Regarding their own ap-
proaches on how to tackle the dataset, none of the participants know of a readily available tool
for such datasets and tasks. Five participants reported they would try out tools such as KNIME,
Tableau, Charticulator, or spreadsheets to gain some insights into the data. Most of the participants
would try to use Python and Jupyter notebooks to get insight into the data, such as manually fil-
tering the data by attributes based on hypotheses and then running pattern-mining algorithms to
gain insight. Four of the participants reported they would try to run pattern mining first and then
use correlation measures with the attributes. Two participants state they would transfer the data
into vector space to apply correlation measures and dimensionality reduction to find patterns and
outliers. The second time this question was asked in the post-interview six participants answered
they would not use their previously mentioned approaches at all. Three participants answered
that they would still use Python/Jupyter lab approaches but only for hypothesis testing and not
for exploration.

The questions about the search spaces revealed that the search space size for 60 attribute char-
acteristics was much more intuitive for the participants to estimate, as seven out of 15 guessed
correctly with the formula 20 (Figure 17). However, the search space of sequential pattern min-
ing was greatly underestimated. Only one person was able to derive the formulas and provide the
correct answer. All other participants answered in ranges from 10% to 10%°°, whereas the correct
answer is 10%% (Figure 18). The actual number of subsequences in the VAST Challenge dataset
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Fig. 17. Participants’ estimates about the search space of attribute characteristics. The correct answer is
marked in green. Note that the x-axis is logarithmic.
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Fig. 18. Participants’ estimates about the search space of sequential pattern mining. The correct answer is
marked in green. Note that the x-axis is logarithmic. Only one participant estimated the correct amount by
deriving the correct formulas. All other participants greatly underestimated the size of the search space.

Estimate the _actual_amount of sequential patterns in the VAST Challenge 2017 MC1 dataset
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Fig. 19. Participants’ estimates about the search space of sequential patterns that are actually in the data.
The correct answer is marked in green. Note that the x-axis is logarithmic. Note that the participants may
have been biased, as the correct answer to the previous question was given to them before answering it.

was guessed more correctly, however, eight of the participants responded with 10? to 10° and five
participants with 107 to 10!0 whereas only one participant estimated correctly with 10® (Figure 19).

During the paired analytics phase, the participants spent the most time with the view, as shown
in Figure 20. As recommended by the interviewer, they reduced the length of the right table to
1, resulting in the table only displaying single occasions and food types. Furthermore, most par-
ticipants activated the statistical overlay to understand better which correlations are significant
with an alpha threshold of 5%. The annotations in the figure represent only some of the insights
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I Infant feeding: BMI mostly missing | | Infant feeding correlates with breast-fed individuals I

| Infant feeding: only persons at age 0-5 |

Fig. 20. The view the participants spent most of their time in. The length of the right table is reduced to 1
leaving only single occasions and food types per row (no combinations). The column groups represent the
attributes of gender, age group, BMI category, intake day, intake hour, and breastfed. The statistical overlay
is activated with all three possible tests with o = 0.01. Several insights can be generated using this view. The
notes only represent some of the insights of the participants. All of the annotated insights are significant by
two of the statistical tests. As it is visible by the black glyphs, many more insights that can be derived only
based on this view.

that the participants generated. Many more significant findings can be made as it is visible by the
black glyphs on the pixels. However, even though they are significant, some findings were deemed
noise or random occurrences, such as persons who consume frozen meals reported their meals on
a Tuesday. Other findings, such as Lunchables are consumed more by children and teenagers, con-
firmed expectations. The BMI category underweight is overrepresented for the same group as the
BMI has been designed for adults and tends to be too low for children. Later on, the participants in-
creased the length filter again to two, which shows all data. Using browsing, filtering, and sorting,
they analyzed the data in a hypothesis-driven manner.

Ten of the participants reported that they gained 5-10 new insights, and four participants re-
ported that they could gain more than ten new insights. Only one participant reported gaining 1-2
new insights into the WWEIA dataset. Twelve of the participants were sure or assumed that they
had missed or overlooked something in the data. The participants overwhelmingly reported need-
ing more time with the tool and the dataset. Another limiting factor was the steep learning curve,
especially in the interpretation of the various perspectives. Our participants found it difficult to
understand which perspective is most suitable for a certain task. Another difficulty was memo-
rizing the attributes and attribute characteristics (column groups and columns). The participants
mentioned that they felt more comfortable navigating the tool at the end as they memorized the
order. In the beginning, they needed to use the header and tooltip for orientation which slowed
them down. Only three participants wished for more filtering options, such as filtering based on
p-values. Four stated they would like to use a guidance feature. Again, this was turned off during
the study as it was not stable enough.
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Fig. 21. The various ratings of the canvas navigation and features to support navigating the canvas. Note
the slightly different answer-type for each question and note that the did not use option was only available
for the home button.
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Fig. 22. The various ratings for the different perspectives/normalizations and the statistics overlay.

The canvas navigation was deemed as very easy or easy by 14 of the participants (see Figures 21
and 22). The study revealed that panning and zooming in non-chromium browsers are much lag-
gier, as well as that the zoom levels jump quite a lot on MacOS. The feedback regarding the lines
from the headers and the overview panes on either side was mixed, as six and seven participants
reported they did not use them as an aid for navigation. Otherwise, these components were rated
helpful or very helpful. Similarly, five of the participants have not used the “fly home” button. The
feedback regarding the tooltip was overwhelmingly positive, with 12 participants stating “very
helpful” and three participants rating it “helpful” It was, however, mentioned that the tooltip can
be distracting during panning and zooming as it covers a large area of the space.

The feedback for the perspectives (normalizations, see Section 5.2) varied significantly (see Fig-
ure 22). The subspace, subspace deviation, and subset perspective were most used and rated helpful
or very helpful by the majority. The subset deviation, support, support deviation, and normal-
ized PMI perspective were mostly not used by the participants. All participants answered that
the statistical overlay was very helpful or helpful for their analysis. Likewise, all participants re-
ported that they did not miss any perspective or did not know whether any important perspective
was missing. Again, many of the participants reported that they have difficulties interpreting the
perspectives and choosing the appropriate perspective based on their task. They suggested more
time/experience with the tool or more training as a countermeasure.

The interestingness measure filters (sliders) were rated helpful or very helpful by all participants
(Figure 23(a)). The co-occurrence filters that allow filtering for specific pixel colors and the pattern
search were less used but rated positively. The pattern row removal for a selection of rows was
mostly not used by the participants. Only three participants used that feature and rated it very
helpful or helpful. A similar reaction is visible for the attribute characteristic sorting as it was
mostly not used, but the persons that used it rated it positively. Ten participants reported that they
did not miss any additional filtering capabilities, three answered “I don’t know,” and two answered
“Yes,” where they specified that they wished for filtering based on p-values and that the filtering
could be more specific such that AND and OR queries are possible. The filters are combined using
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Fig. 24. The various selection features and use cases.

AND in the current state, whereas only the co-occurrence filters are ORed. Multiple participants
expressed the wish to search for multiple filter queries in the pattern search. This would have been
helpful for English and Spanish occasions or related food types. The ratings for missing sorting
capabilities were similar, and the participants expressed the wish to sort patterns alphabetically
and sort by multiple attribute characteristics of one attribute. Furthermore, it was remarked that
the flipping of the tables (because of the MDS) could be confusing.

The selection features and use cases were also rated positively (Figure 24). The first question
referred to a selection to highlight specific rows to follow the pixels along the horizontal axis
better. Most participants rated this as helpful, only one as not helpful, and two did not use this
feature. The participants stated that it was unintuitive that the selection only works on pixels and
not on the row labels and that the tooltip can be distracting in this case. If too many rows are
selected, the edge bundles connecting the two tables become overplotted, and in the worst case,
the canvas navigation becomes laggy. Otherwise, they rated this feature as useful and necessary
for exploration. The selection for sensemaking was mostly not used and referred to selecting
one or multiple rows and then browsing the highlighted rows in the other table without using
any additional filters. The participants reported that this is too tedious. However, combined with
the alignment or filter (third question), this feature becomes incredibly valuable and is rated
positively by most. The participants agreed that the selection and filtering should be two separate
interactions as otherwise, it would be too confusing to follow the tool. No other feedback was
provided regarding missing selection features.

The last part of the interview concerned more general feedback, where the first question was
about what the participants found most difficult in using the tool/approach. The majority reported
that the steep learning curve is an obstacle, especially with the many available perspectives and
various options. They furthermore reported that a good entry point for the analysis would be
helpful, such as an initial tour or guidance feature (which was disabled at the time). Otherwise,
the long loading times of the tool were noted negatively.
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Regarding the question of what the participants liked the most, the overwhelming answer was
the good overview of the dataset combined with the many available correlations/visual patterns in
a single image, allowing them to test the hypotheses extremely rapidly without much user interac-
tion. Several users rated the tool as a truly exploratory analysis. Furthermore, it was appreciated
that the filters and statistical overview helped quickly reduce the tables to find specific areas of in-
terest and verify/falsify hypotheses. While the steep learning curve was remarked for the previous
question, the participants acknowledged that once the tool and its capabilities are understood, the
analysis becomes very easy and quick as it does not change between datasets even if the structured
data is different. The option to flip the colormap was rated positively as for many participants, it
was unintuitive that blue colors have a positive deviation as their mental state compared the colors
to a temperature where a red color (warmer) equals higher values. Furthermore, it was appreciated
that a CSV upload is provided, and 14 participants stated in a separate question that they would
use the tool again for another analysis. One participant answered with “I don’t know,” as they
were unsure whether they would have the right datasets in the future. The question on what they
would improve was answered similarly to what they found most difficult. One participant men-
tioned that it would be good to hide specific attributes or attribute characteristics to better focus
on the remaining ones. Four participants would like to see a recommender/guidance system to find
a better entry point for the tool. The last question about miscellaneous feedback was answered by
one participant with “A very powerful tool!”

In a post-study, we demonstrated the guidance system to four of the user study participants that
specifically suggested such a feature for the tool. The participants agreed that the guidance system
is useful as an onboarding process for the tool to showcase to the user what is possibly interesting
and what statistical effects cause the visual effects in the interface. The four participants were
satisfied with the current set of statistics and could not suggest any further statistics without
making any specific assumptions about the dataset.

6.5 Lessons Learned and Recommended Workflow

In this section, we report about the lessons learned from our own usage with our implementation,
as well as the paired analytics sessions with the domain experts and during the user study. Our
approach is quite complex to understand at first as the paradigm on how to look at this type of
data and task is very much different from what we entitled as the common approach using filters
and analyzing the structured data separately. However, the participants report that the effort is re-
warding as the tool is very powerful and can generate many insights within minutes. Furthermore,
the workflow and concepts can easily be transferred to other datasets.

We derive a workflow for our approach based on our experiences plus the insights that we
gained during paired analytics sessions with the domain experts and the user study. In general,
we recommend removing the respective rows from the tables after a finding has been discovered
to place the focus on the remaining data. We want to clarify that this derived workflow must not
be strictly followed and should be more regarded as a recommendation. For exploratory analysis,
many different workflows can lead to successful and interesting findings.

(1) Entry Point. In the beginning, the left table should be ignored. Additionally, it is helpful to
reduce the length (green slider) of the right table to one. This will leave only single events per row
which are easier to interpret (see, for example, Figure 20). The small table can then be explored
and the visual representation can be better understood by the user. It also helps to turn on the
statistical overlay.

(2) Verification and Rapid Hypothesis Testing. This phase is important to verify existing knowl-
edge, learn to understand the visual properties and interaction possibilities of the tool, and build
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trust [38, 42]. The search field is useful to filter for specific subsequences and sequences and then
check the distributions of the attribute characteristics. A tooltip for each pixel reveals the absolute
and relative frequencies, as well as the support and length of the respective (sub-)sequence.

(3) Extreme Frequencies & Diversions. Extreme frequencies and diversions are visualized with
dark and saturated pixels. Even when zoomed out far, such pixels remain visible and can be easily
identified. An example can be found in Figure 9. The user must be careful as extreme values may
also occur for small subsets in the data. The support filter (purple bar charts) and significance visu-
alization and filter can be exploited to remove irrelevant rows. Note that this phase also includes
the search for extreme values of the interestingness measures (e.g., support and length) as shown
in Figure 12.

(4) Visible Blocks. The dimensionality reduction forms visible blocks of equal attribute charac-
teristics distributions (mostly in the subsequence table). Large blocks are typically due to long and
specific subsequences that correlate with specific characteristics of attribute characteristics. Such
pixel-blocks can be easily discovered with this approach (for example, in Figure 10). The “Overview
Visualization” on each side supports the search for these blocks. The visible linking to the event
sequence table and the detail-on-demand views help the user find the relevant sequences.

(5) Targeted Attribute Characteristics Exploration. In this phase, the user searches for deviations
of specific attributes and attribute characteristics (i.e., column-blocks and single columns). This
is supported by sorting the rows according to a characteristic or filtering by their frequency or
significance. However, we recommend sorting because determining the appropriate thresholds for
the filters can be quite difficult. This part of the workflow is used for example in Figure 13.

(6) Drill Down. When the attributes do not show any interesting distributions or diversions of
distributions, this may be due to too general sub-entity. The user can now drill down into the search
space by selecting specific rows in the low aggregation table and check whether the aggregations
of the selected distinct structured entities show any interesting behavior. Another possibility is
to select rows in the high aggregation table and drill down based on this selection. The selection
can be made based on tendencies of diversions of the distributions, even though these diversions
may not be significant yet. This effectively generates more specific sub-entities out of the selected
structured (sub-) entities. At last, the user has also the possibility to mine for longer sub-entities
within the whole dataset. This may lead, however, to a so-called pattern explosion where thousands
of new rows may be added. The length filter (green horizontal bar chart) can be used to filter for a
specific generation of structured (sub-) entities after the drill-down. Now, the user may start over
with step one of the presented workflow.

7 DISCUSSION AND OUTLOOK

We report some properties of our approach and the implemented interactive visual interface and
discuss limitations, scalability, and generalizability. Note that our implementation is just one possi-
bility to further process and visualize our approach’s output and that many other implementations
or further processing steps such as subspace clustering, correlation measures, and dimensionality
reduction techniques are imaginable.

7.1 Properties

The findings in the use cases nicely show that our approach is independent of the support of an
structured entity or structured sub-entity, enabling a user to quickly find anomalies or unusual
patterns in small subsets of the data. We argue that this is an essential property for many applica-
tion areas, as the data is typically not uniformly distributed. Furthermore, the user often has great
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difficulties in defining such thresholds that essentially determine an interesting subspace’s mini-
mum size. This information is part of the exploration process itself. Our approach works with the
lowest possible threshold of two for sub-entities and one for distinct structured entities avoiding
this pitfall entirely. By increasing the thresholds, the approach works equally well for more fre-
quent or otherwise significantly occurring patterns. A scenario with higher thresholds is equally
possible with our approach and speeds up the pattern mining as more structured sub-entities are
pruned, and it reduces the number of rows in the table, providing a better overview.

The pixel-based display enables the user to explore many distributions for multiple attributes
simultaneously. The dimensionality reduction supports this analysis task. The available perspec-
tives support the user in assessing the distributions of the attribute characteristics from different
point-of-views. The statistics overview and guidance features support the user in finding mean-
ingful insights in the dataset. In many cases, it is not necessary to mine all structured sub-entities
as sub-entities of a lower generation are often specific enough to describe interesting subsets in
the data, whereas the interestingness is defined by the distribution of the attribute characteristics
and the objective IMs.

The structured sub-entities that have the same distributions in their attributes are grouped to
form visual cues for the user. The larger such blocks are, the longer and more specific the respective
sub-entity that can be mined. Even if deviations in the distributions are not significant, a tendency
is often visible. In combination with the user’s domain knowledge, drill-down operations can reveal
the significant and interesting subspaces that correlate with the possibly even more interesting
structured entity or sub-entity that are provided on demand.

7.2 Limitations

Our approach is based on the core assumption that specific aggregations of structured entities cor-
relate with certain subspaces defined by structured sub-entities and thus show a deviation from
the population of all loaded data or share a common interesting distribution in their attribute char-
acteristics. This means that with our approach, outlier distributions that share the same structure
as a larger cluster of structured entities can typically not be easily detected. One example might be
that 100 patients share the exact same patient history (i.e., identical event sequence), but only one
or two patients show a deviation in their attribute characteristics. This limitation can be mitigated
with specific normalizations that highlight small co-occurrence values.

Another conceptual limitation that remains is over-aggregation. If a sub-entity has a large sup-
port (i.e., in the extreme case it is 100%), then there will be no deviation visible from the global
population. Of course, this may hold some valuable information for the user, but this is a known
pattern oftentimes. However, even with smaller supports, a sub-entity may aggregate too much
data to show an interesting deviation from the global vector. The user always has the option to drill
down into the search space. However, this requires that the user first identifies this sub-entity (i.e.,
row) as potentially interesting. Three arguments mitigate this limitation. First, real-world data is
often sparse (curse of dimensionality), which causes redundancies in sub-entities and eventually
forms what we call visible blocks in the tables. Second, because the co-occurrences are a-priori, at-
tributes might not show significant deviations in the co-occurrence-distributions of the attribute
characteristics, but tendencies are typically visible as the aggregation of multiple rows is simply
a vector sum. Third, the low aggregation table that holds the distinct structured entities can be
exploited to find interesting co-occurrence distributions, which the user can then aggregate by
selecting the respective rows and drilling down into the search space. As a last resort, the user
always can increase the initial mining depth parameter or select all rows and drill down into the
search space, resulting in the same result.
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Another limitation is the necessity for discrete attributes. This requires that continuous at-
tributes (e.g., age) need to be binned by the user or by a (semi-) automatic approach. However,
binning has a tremendous effect on the distribution and may also lead to over-aggregation. There-
fore, the user must choose the binning appropriately and adjust it to the task and data at hand
using her domain knowledge. Alternative representations as done in SMARTExplore [11] or Up-
Set plots [45] for numerical dimensions are possible. We consider this future work.

7.3 Scalability

We first have to mention that our proposed approach’s scalability is more limited by our implemen-
tation than by the approach itself, as the interactive visual interface is quite sensitive to drawing
hundreds of thousands of rows and columns per frame (i.e., triggered by an interaction). Also, our
current implementation requires a lot of memory as the computation is performed in memory.
The third use case demonstrates that the size of the alphabet has a much larger impact on the
computation runtime than the number of input rows. We are, for example, currently not able to
display the Kaggle dataset “Online Retail Il UCI*” even though it only contains around 44.000 rows.
However, the alphabet, determined by the product names, is greater than 3000, which produces
around 60.000 structured sub-entities. This exceeds our available memory.

Because pixel-based representations allow the highest compression of information in a 2D space,
this representation on a pannable and zoomable canvas scales in general well with the number of
rows and columns and compares hundreds of distributions in different subsets of the data. The
number of rows and columns is reduced by our approach, which would mean an exponential
increment in both dimensions. The overview visualization helps the user in identifying visible
blocks of identical or similar subspaces that indicate the existence of longer or many structured
sub-entities that share a common subspace.

The number of attribute characteristics is proportional to the number of columns. Therefore,
attributes containing many attribute characteristics for example the attribute country of origin
may result in 195 attribute characteristics representing each country individually which would
lead to 195 columns in both tables. One way to mitigate this is using more coarse hierarchies and
allowing the user to interactively and individually unfold these hierarchies. In our example, this
could mean that continents or other task-specific regions first aggregate the countries, and the
user can extend each region to see the individual countries then. Because these columns are then
aggregated, patterns may be missed. However, the aggregation only causes the co-occurrences to
be summed such that general tendencies remain visible. Although this requires engineering efforts
in the implementation, it is trivial to accomplish as the co-occurrences can be summed. In none of
our experiments we saw the need to aggregate attribute characteristics as in today’s screen sizes
many columns can be displayed at once.

Although the search space reduction of our approach dramatically reduces the number of sub-
entities as well as attribute characteristics, the resulting fraction of the general search space re-
mains exponential. More specifically, the fraction of the structured data search space remains ex-
ponential, whereas the attribute search space fraction is linear. This means that adding an attribute
characteristic will add another column to both tables whereas adding another attribute will add
as many columns as attribute characteristics it contains. Therefore, there is no difference between
adding one attribute with 100 attribute characteristics or adding two attributes with each 50 at-
tribute characteristics. In conclusion, this means that with larger alphabets in the structured data,
an exponentially large number of rows has to be calculated and visualized. However, this also heav-
ily depends on the data’s sparseness (i.e., is every possible combination represented in the data?).

Shttps://www.kaggle.com/mashlyn/online-retail-ii-uci/version/3.
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Possible mitigations to reduce the number of rows are to increase the minimum thresholds for the
respective IMs, introduce or tighten other (structural) constraints, and remove certain items from
the alphabet or combine them into new items.

7.4 Generalizeability

While our proposed approach only requires structured data in combination with discrete attributes,
any implementation must be tailored to the type of structured data and useful IMs for the task
at hand. As we describe in Section 5.5, state-of-the-art algorithms must be slightly modified to
support interactive mining. The required modifications should be similar in design and mostly
independent of the selected algorithm. Because our interactive visualization does not display any
structured data in the overview, it is quite agnostic to any data structure, as well as IM. Furthermore,
other IMs that follow our broad definition (Table 1) can be simply added as additional bar charts.
The highest degree of customization is implemented in the detail-on-demand views such as the
tooltip where, in our implementation, event sequences and sub-sequences are displayed in a textual
form as well as a map for the VAST Challenge 2017 Mini Challenge 1 use case. Such customizations
to the data structure and the underlying semantics are useful to the user [36].

Regarding the data-users-tasks design-triangle of Miksch and Aigner [48], our approach and
interactive visualization are most constrained to the task. As we have briefly addressed already, the
task of finding interesting subspaces in structured data is most often combined with other tasks at
hand. Therefore, we envision our approach and visualization as a pre-selection to find interesting
subspaces, where the user can identify and select these subspaces to continue in another view or
window to analyze these subspaces in further detail.

It is also possible to completely abandon the visualization and further process our approach’s
output using statistics, subspace clustering, and other machine-learning techniques to identify
interesting subspaces. With this, our approach can function as a preprocessing step during the
analysis.

Our guidance system is implemented in an extendible fashion such that arbitrary statistics and
machine learning methods may be used to identify possibly interesting findings in the data. It is,
however, quite difficult to implement such statistics without making specific assumptions about
the dataset. That is because the notion of interestingness is not only based on statistics but equally
influenced by the semantics of the patterns in the structured data and the attribute characteristics
that form the co-occurrences. A good example is shown in Figure 20, where the participants of our
study identified a correlation of frozen meals are being consumed more on Tuesdays. Even though
the corresponding pixel is statistically significant and has a relatively dark color compared to most
other pixels, our study participants labeled this correlation as noise or a random occurrence. On
the other hand, other correlations such as eating occasions written in Spanish correlating with
higher BMIs, or Lunchables correlating with children and therefore with the BMI class underweight
were deemed more interesting even though the visuals are less expressive (yet still visible) in the
overview. By encoding such information in the data before the analysis, it is possible to identify
potentially better findings concerning the users’ interests. However, encoding such knowledge is
tedious and likely more of a burden to the user than spending time in an overview visualization
where all (required) correlations are visible at once and can be interactively filtered and sorted
based on attribute characteristics and patterns.

7.5 Outlook

An obvious extension to this work is further use cases and applications using various types
of structured data as well as IMs. Specifically, rule mining such as association rule mining or
sequential rule mining could introduce new IMs that can be combined with our approach. This
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could also result in novel normalizations enabling different perspectives on the co-occurrences
(Section 5.2). Another interesting extension would be high-utility pattern mining [24]. Further-
more, algorithms, such as Ditto [9], could be explored which in the optimal case would produce
the optimal number of rows and would not require the user to drill down into the search space
manually. On the other hand, we show that our best practice of leaving the initial mining depth
parameter (length) at 2 works well for most real-world datasets. Only for datasets with a smaller
alphabet, this parameter should be increased.

Because our approach only utilizes vector sums, other numbers such as uncertainty values could
be reliably propagated throughout our proposed approach. This could be achieved either as val-
ues accompanying the co-occurrence values or as dedicated attributes that represent uncertainty.
Using the pixel-based approach, multiple uncertainties could be modeled and compared across
subspaces.

Representative learning [15, 67] and representation learning [8] may be a useful addition to
providing a more concise overview than our approach is capable of. Learning respective kernels
and other encodings for structured data is possible [53], yet, one strength of our approach is its
applicability to any arbitrary data structure without relying on an ensemble of pre-trained models
and the fact that our approach is deterministic. Similarly, representation learning may be used to
find better and more concise representations for the attribute characteristics, eventually reducing
the number of columns. In any case, we strongly argue that the semantics of the structured data
and the semantics of the attribute characteristics should remain as our evaluation depicts how
much these semantics influence the users in their determination of relevance and interestingness
for a finding. Machine learning can be exploited to learn such patterns based on labeled data, but
it is quite difficult to transfer these models onto new data sets and structures.

8 CONCLUSIONS

Our contribution is two-fold. We first propose a novel approach with a paradigm shift to pro-
cess structured data in combination with discrete attributes to find interesting subspaces based
on co-occurrence values and traditional interestingness measures using state-of-the-art, slightly
modified, pattern mining algorithms. Subspace clustering algorithms typically require numerical
dimensions and are sensitive to the number of dimensions. The latter is also true for dashboards
that support the common “cross-filtering” which we describe as the common approach in the
introduction. Our approach turns the problem around and, thus, scales linearly with additional
attribute dimensions, while showing all relevant subspaces in a single, condensed picture that
is to be explored by the user. Our approach is tailored only to the task of identifying subspaces
but agnostic to any structured data type, interestingness measure, and attributes. Because this
data and task require the analysis of two exponential search spaces, it is often difficult to process
and visualize these amounts of data. Therefore, we introduce two measures to reduce the search
spaces dramatically, outputting two tables that represent the boundaries of said search space. We
prove this search space reduction’s legitimacy by showing that the used co-occurrence values are
a-priori and explain how this can be exploited with high dimensional search spaces (curse of di-
mensionality). We then implement our approach into an interactive visual interface supporting
the user in the exploratory data analysis task of identifying interesting subspaces. Our design of
a pixel-based representation on a zoomable and pannable canvas shows good scalability, further
mitigating the exponential search spaces’ effects. The four use cases using a gold-standard dataset,
a small study with domain experts, a large dataset to showcase the scalability, and a user study
with 15 participants underline our approach and visualization’s applicability and show that all of
our requirements are satisfied. Based on the domain experts and the participants of our user study,
we derive a suitable workflow for our approach combined with the interactive visual interface.
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